Abstract

This paper deals with the real-time implementation of feedback controllers. In particular, it provides an analysis of the stability property of closed-loop systems that include a controller that can sporadically miss deadlines. In this context, the weakly hard m-K computational model has been widely adopted and researchers used it to design and verify controllers that are robust to deadline misses. Rather than using the m-K model, we focus on another weakly-hard model, the number of consecutive deadline misses, showing a neat mathematical connection between real-time systems and control theory. We formalise this connection using the joint spectral radius and we discuss how to prove stability guarantees on the combination of a controller (that is unaware of deadline misses) and its system-level implementation. We apply the proposed verification procedure to a synthetic example and to an industrial case study.

1 Introduction

The contribution of this paper is a verification procedure to prove the robustness of controller implementations to deadline misses. For this task, literature contributions focus on the computation model where the control task can miss at most \( m \) deadlines in a window of \( K \)
activations (i.e., the $m$-$K$ model). This was one of four proposed models [3] to analyse systems with deadline misses. In this paper we show that there is a natural analytical connection between another of these four models, the number of maximum consecutive deadline misses, and control-theoretical tools that can be used to prove properties of closed-loop systems, such as stability.

**Historical Perspective:** During the past couple of decades the real-time systems community made an effort in formalising requirements, models, and algorithms to handle systems that can (sporadically) miss deadlines. In this quest, Hamdaoui and Ramanathan analysed tasks that behave according to the $(m, k)$ model [18]. With this model, tasks can be modelled as sequences of jobs. In every set of $k$ consecutive jobs, at least $m$ jobs must meet their deadline. This model was analysed, finding schedulability conditions and scheduling schemes, e.g., [35]. Building on the ideas from this research, the *weakly hard* model of computation was formalised [3]. A weakly hard real-time system is a system in which the distribution of deadline misses and hits during a window of time is precisely bounded.

Bernat, Burns and Liamos [3] give four possible definitions for a weakly hard task $\tau$.

1. $\tau \vdash \langle m, n \rangle$, with $1 \leq n < m$: According to this definition, for each set of $m$ consecutive deadlines, $\tau$ meets at least $n$ of them. With a slight difference in notation, this model corresponds to the $(m, k)$ model by Hamdaoui and Ramanathan [18].

2. $\tau \vdash \langle m, n \rangle$, with $1 \leq n < m$: Here, the system guarantees that for each set of $m$ consecutive deadlines, $\tau$ meets at least $n$ of them.

3. $\tau \vdash \langle m, n \rangle$, with $1 \leq n < m$: This is the dual definition with respect to the first one. In this case, the system guarantees that for each set of $m$ consecutive deadlines, $\tau$ meets consecutively $n$ of them.

4. $\tau \vdash \langle n \rangle$, $n \geq 1$: According to this definition the maximum number of consecutive deadline misses that $\tau$ can experience is $n$.

The third of these models gained traction in the research community, and the term weakly-hard task started to indicate a task that can experience a bounded number of misses in a window of jobs. In particular, with a slightly confusing terminology, this third model is also often called the $m$-$K$ model. This specifies that a task can experience at most $n$ misses in a window of $K$ consecutive jobs [1, 9, 10, 12, 14, 19, 20, 33, 34, 41–43].

**The $m$-$K$ Model for Control Tasks:** In the attempt to achieve computing and control co-design, both schedulability results like [43] and analysis using model checking [12] have been investigated. The research community contributed with criteria to determine stability [5], determine convergence rates [14], and to design controllers in the presence of deadline misses [29]. Furthermore, the performance cost of deadline misses was investigated [34, 44], together with the role of the strategy used to handle the misses [33, 41], i.e., killing the task or allowing its continuation with different policies for the following iteration. The general consensus is that sequences of misses and hits (i.e., the $m$-$K$ model) are to be considered and analysed to determine physical properties of the system.

**Contribution:** In this paper we use the $\tau \vdash \langle n \rangle$ model and cast the problem of verifying the stability of closed-loop systems into a neat mathematical framework. The solution ensures the stability of the combination of: (1) the physics of the plant under control and, (2) the

---

1. The original definition was $\tau \vdash \langle m, n \rangle$, with $1 \leq n < m$. However, according to [3, Theorem 4] there is no need to specify the window size, i.e., the task $\tau$ can be equivalently defined using any window, hence we use $\tau \vdash \langle n \rangle$.

2. Notice the difference between the $(m, k)$ model (that stated that there were $m$ hits for every sequence of $k$ consecutive jobs, with $1 \leq m < k$) and the $m$-$K$ model (that imposes that there are at most $m$ misses in every window of $K$ jobs, with $1 \leq m < K$).
execution of the controller (that may miss deadlines). We believe that the $\tau \vdash \overline{(n)}$ model is as relevant as the $m$-$K$ model from the industrial standpoint.

In fact, in industrial products, deadline misses are often caused by transient overload periods or faults. In many industrial applications, a system load of over 80% is targeted for cost reasons. Such a high system load can usually not be achieved with purely formal methods that are based on worst-case considerations, especially on multi-core platforms. For this reason, many industrial systems are designed for average runtimes plus a safety margin, in conjunction with rate monotonic scheduling. Our experience is that, following this practical approach in contrast to analytical ones, deadline violations may occur, e.g., due to a transient interrupt load. During these transient periods the miss ratio often is quite high, making the number of consecutive misses a very relevant indicator of the system performance. We argue that methods that evaluate and prove the robustness of controllers to deadline violations in this setup are of high industrial interest.

**Outline:** In the remainder of this paper we will recap the necessary control background and then provide our contribution. In particular, Section 2 explains how a plant is modelled and how a state feedback controller is applied to regulate the plant’s behaviour. Section 3 describes the strategies that are typically used to handle deadline misses and provides some insights on what is the best choice from the system perspective. Section 4 shows how to guarantee properties of closed-loop systems (like stability) in the presence of deadline misses with the $\tau \vdash \overline{(n)}$ model. Section 5 shows some experimental results validating our claims. Finally, Section 6 presents an overview of related work and Section 7 concludes the paper.

## 2 Control Background

In this section we recap the basic concepts of control theory that are used in the rest of the paper. We analyse linear time-invariant models and controllers implemented as periodic tasks with implicit deadlines.

**Plant Model:** The starting point for control design is always understanding the object that the controller should act upon. The control engineer obtains a model $P_c$ of the plant to control. In most cases, this model is linear and time-invariant, and represents with ordinary differential equations the dynamics of the system in the following form.

$$
P_c : \left\{ \begin{array}{l}
\dot{x}(t) = A_c \, x(t) + B_c \, u(t) \\
y(t) = C_c \, x(t) + D_c \, u(t)
\end{array} \right. \quad (1)
$$

Here, the system state $x(t) = [x_1(t), \ldots, x_p(t)]^T$ evolves depending on the current state and the input signal $u(t) = [u_1(t), \ldots, u_r(t)]^T$, where the superscript $^T$ indicates the transposition operator. We denote with $p$ the number of state variables (i.e., the length of vector $x$) and with $r$ the number of input variables (i.e., the length of vector $u$). The matrices $A_c$, $B_c$, $C_c$, and $D_c$ encode the dynamics of the system. In the following, we will make two assumptions: $D_c$ is a zero matrix of appropriate size, and $C_c$ is the unit matrix of appropriate size. The first assumption means that the system is strictly proper and holds for almost all the physical models used in control. The second assumption means that the state is measurable. This does not always hold for real systems, but state observers can be built whenever this is not true [26], to estimate the state $x(t)$. This means that, without losing generality, we can
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3. $A_c$ is a $p \times p$ matrix, $B_c$ is a $p \times r$ matrix, $C_c$ is a $p \times p$ matrix, and $D_c$ is a $p \times r$ matrix.

4. As a remark, if a state observer is present its dynamics should be taken into account in the analysis. This extension only requires to augment the system state with the rows and columns corresponding to the execution of the observer, but the analysis method remains the same.
represent $\mathcal{P}_c$ as

$$\dot{x}(t) = A_c x(t) + B_c u(t), \quad (2)$$

and describe the system dynamics using only $A_c$ and $B_c$.

From this starting point, control systems are usually designed and realised in one of these two ways:

1. The plant model $\mathcal{P}_c$ is used to synthesise a controller (model) $\mathcal{C}_c$ in continuous-time. Closed-loop system properties, like stability, are proven on the feedback interconnection of $\mathcal{C}_c$ and $\mathcal{P}_c$. However, when the controller is implemented, digital hardware is used. This means that the controller model $\mathcal{C}_c$ has to be discretised, obtaining $\mathcal{C}_d$. $\mathcal{C}_d$ describes the behaviour of $\mathcal{C}_c$ at given sampling instants.

2. The model of the plant in continuous time $\mathcal{P}_c$ is discretised, obtaining a discrete-time plant model $\mathcal{P}_d$. $\mathcal{P}_d$ describes the behaviour of $\mathcal{P}_c$ at given sampling instants. A controller $\mathcal{C}_d$ is designed directly in the discrete-time framework, using the discrete-time plant model $\mathcal{P}_d$. Closed-loop properties are proven on the feedback interconnection of $\mathcal{C}_d$ and $\mathcal{P}_d$. In both cases, when an object (being it the plant or the controller) is discretised, a sampling period $\pi$ is chosen. With either design methods, we can obtain a discrete-time model of the plant $\mathcal{P}_d$ and of the controller $\mathcal{C}_d$. In control theory, usually it is possible to prove properties of the interconnection between these two models. In particular, we use $\mathcal{C}_d$ rather than $\mathcal{C}_c$ to prove properties using the controller that is closer to the real implementation. However, on top of what is done in classical control theory, we want to take into account deadline misses.

We discretise $\mathcal{P}_c$ from Equation (2). From the representation in terms of ordinary differential equations, we obtain the system of difference equations $\mathcal{P}_d$ as

$$\mathcal{P}_d: x[k+1] = A_d x[k] + B_d u[k]. \quad (3)$$

Here, $k$ counts the sampling instants (i.e., there is a distance of $\pi [s]$ between the $k$-th and the $k+1$-th instant). The matrices $A_d$ and $B_d$ are the counterparts of $A_c$ and $B_c$ for the continuous-time system. They describe the evolution of the system in discrete-time, have the same dimensions of the corresponding continuous-time matrices, and their elements depend on the choice of the sampling period $\pi$.

**Controller Model:** Once a model of the plant is available, control design can be carried out with many different methods. In this paper we tackle periodic controllers expressed as state feedback controllers, i.e., controllers that execute periodically with period $\pi$ and whose discrete-time form is

$$u[k] = K_k x[k]. \quad (4)$$

The control design problem is the problem of finding the matrix $K_k$ that stabilises the system and obtains some desired properties. The state feedback formulation is more general than it may seem at a first glance. State feedback controllers are not purely proportional controllers, although their update is proportional to the state vector. It is possible to augment the state vector of the system – for example introducing an error term and its integral – to achieve controllers that are not simply proportional but contain integral action.\(^5\) Additionally, it
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\(^5\) The most widely adopted controllers in industry are the Proportional and Integral (PI) or the Proportional, Integral and Derivative (PID) controllers. These controllers can be expressed in state-feedback form (as seen later in Section 5 for a specific example), by augmenting the system state $x(t)$ with the difference between the desired state values and the obtained ones, i.e., the error, and its integral, or
is possible to use pole placement [26], or to compute optimal controllers using the Linear Quadratic Regulator [25] formulation.

In an industrial setting, many controllers are still designed assuming zero latency and instantaneous computation [46], i.e., assuming that it takes zero time to retrieve the sensor measurement from the plant, compute the control signal, and apply it. When the dynamics of the plant are slow and the controller is able to sample and measure signals at a reasonable speed, this assumption does not significantly affect the behaviour of the system. However, in most cases, basic properties like stability can be violated because of the computational delays that are introduced in the loop. The controller job that is activated at time $t_a$ completes its execution at time $t_c$, where $t_c$ is in the controller period, i.e., $t_c \in (t_a, t_a + \pi]$, introducing a computational delay $t_c - t_a$.

Due to this computational delay, in industry, it became common practice to design control systems following the Logical Execution Time (LET) paradigm and to synchronise input and output exactly to the period boundary. In this case, the control signal is computed within a control period and applied at the beginning of the next period. This enhances the predictability of the system, allows the processor to execute other tasks without affecting the control properties, and ensures a consistent behaviour.

In control terms, this means that the controller actuates its control signal computation with a one-step delay. Assuming that the cycle of sampling, computing, and actuating can be always terminated within a control period, this allows the designer to synthesise an optimal controller regardless of the time-varying components of the computational delay such as activation jitter, unpredictable interrupts, uncertain computation times [28]. The equation for the state feedback controller then becomes

\[ C_d : u[k] = K x[k-1], \] (5)

where $K$ is the designed controller. With very few exceptions, the vast literature on control design assumes that the deadlines to compute control signals are always met. Recently, Linsenmayer and Allgöwer started to connect the theory of $m$-$K$ real-time systems (i.e., the $\tau \vdash \langle m \rangle$ model) with control design [29], showing that it is in some cases possible to design a state feedback controller that is robust (i.e., guarantees stability) to deadline misses. In this paper we will connect the amount of possible consecutive deadline misses (i.e., the $\tau \vdash \langle n \rangle$ model) to the analysis of stability as a control design property.

**Feedback Interconnection:** Assume there are no deadline misses. In this case, we can plug the value of $u[k]$ obtained from Equation (5) into the plant Equation (3), obtaining

\[ x[k+1] = A_d x[k] + B_d K x[k-1]. \] (6)

To analyse the closed-loop system, we define a new state variable $\tilde{x}[k] = [x[k], x^T[k-1]]^T$ (the superscript $^T$ indicates the result of the transposition operator). We recall that $p$ denotes the order of the system (i.e., the number of state variables in vector $x[k]$). Using the new
state variable $\tilde{x}_k$, Equation (6) can be rewritten as

$$
\tilde{x}_{k+1} = \begin{bmatrix}
    x_{k+1} \\
    x_k
\end{bmatrix} = \begin{bmatrix}
    A_d & B_d K \\
    I_p & 0_{p \times p}
\end{bmatrix} \begin{bmatrix}
    x_k \\
    x_{k-1}
\end{bmatrix} = A \tilde{x}_k,
$$

(7)

where $I_p$ and $0_{p \times p}$ are respectively the identity matrix and the zero matrix of size of the number of state variables $p$.

**Stability:** A discrete-time linear time-invariant system is asymptotically stable if and only if all the eigenvalues of its state matrix are strictly inside the unit disk. For the system shown in Equation (7), this means that the eigenvalues of $A$ should have magnitude strictly less than one.

Another way of formulating the stability requirement uses the concept of spectral radius $\rho(A)$. The spectral radius is defined as the maximum magnitude of the eigenvalues of $A$. If we denote with $\{\lambda_1, \ldots, \lambda_n\}$ the set of eigenvalues of $A$, this means

$$\rho(A) = \max \{|\lambda_1|, \ldots, |\lambda_n|\}.$$  (8)

Requiring that all the eigenvalues have magnitude strictly less than one is equivalent to stating that the spectral radius of the $A$ matrix should be less than 1.

This only proves the stability of the system in absence of deadline misses. However, we are aware that sporadic misses can occur, either due to faults [16] or to the chosen period $\pi$ not satisfying the requirement of worst-case response time for the controller task $\tau$ being less than the controller period [12, 33, 34].

### 3 Deadline Miss

In order to properly analyse the closed-loop system properties when deadlines can be missed, it is necessary to define a model of how the system reacts to deadline misses. There are two aspects of this reaction: (i) what is the chosen control signal when a miss occurs [29], and (ii) how is the operating system treating the job that missed the deadline [33]. In the remainder of this section, suppose that in the $k$-th iteration the controller task $\tau$ did not complete its execution before the deadline, i.e., it does not complete its computation before time $(k + 1) \pi [s]$. We denote time $(k + 1) \pi [s]$ with $t_m$.

**Control Signal:** At time $t_m$, a control signal should be applied to the plant. Two alternatives have been identified for how to select the next control signal [29]: zero and hold.

1. **Zero:** The control signal $u_{[k+1]}$ is set to zero.
2. **Hold:** The control signal $u_{[k+1]}$ is unchanged, i.e., it is the previous value of the control signal $u_k$.

The choice of these two alternatives often depends on the control goal that should be achieved.

When a controller is designed for setpoint tracking (i.e., to ensure that the value of some physical quantity follows a desired profile – e.g., to have a robot follow a desired trajectory), the control signal is usually zero in case the measured physical quantity is equal to its setpoint. In this case, setting the control signal to zero means assuming that the model of the plant is correct and the computation does not need correction. When a controller is designed for disturbance rejection (i.e., to ensure that the effect of some physical disturbance is not visible in the measurements – e.g., to keep the altitude of a helicopter constant despite wind) then the control signal is usually a reflection of the effort needed to counteract the disturbance.

In this case, holding the previous value of the control signal means making the assumption that the system is experiencing the same disturbance.
System-Level Action: The second decision to make is the choice of what to do with the job that missed the deadline. In this case three alternatives have been proposed [33]: kill, skip-next, and queue(1).

1. **Kill:** At time $t_m$ the job that missed the deadline is killed and a new job is activated.

2. **Skip-next:** At time $t_m$ the job that missed its deadline is allowed to continue with the same scheduling parameters (e.g., priority or budget) and carries on in the next period. The job that should have been activated at the deadline missed is not activated, and the next activation is set to $t_m + \pi$.

3. **Queue(1):** At time $t_m$ the job that missed its deadline is continued. A new job is activated with deadline $t_m + \pi$. The two jobs share the scheduling parameters during the period interval $[t_m, t_m + \pi]$. At time $t_m + \pi$, the most recent update of the control value is applied. If both jobs finish their computation, the control variable is set to the value produced by the most recently activated job (i.e., the job that started at time $t_m$ and was placed in the queue until the old job that missed its previous deadline finished). If only the first job finishes the computation the control variable is set to the value of the job that finished and the following one is continued in the subsequent period.

In Section 4 we will analyse the system in all possible configurations. However, we point out that, from an implementation perspective, killing the control job may not be feasible in many industrial settings. In fact, the system has reached an inconclusive intermediate state. The internal state of the controller could have been updated and the system should implement a clean rollback of these changes. Implementing a clean rollback procedure is risky. Furthermore, if the lengthy computation (and subsequent deadline miss) is due to the received input values, it is likely that the next iteration will start from state values that are fairly close to the previous ones, with higher than normal risk of missing a deadline.

We also notice that enqueuing the task could be beneficial from the control perspective, because a computation with most recent measurements of the state variables could be applied. However, the scheduling parameters for $\tau$ have most likely been tuned for one single control job to be executed in a period. For example, if the control task is executed using reservation-based scheduling, its budget is selected to match one execution. When using fixed-priority scheduling, the controller priority has been selected. Executing a second control task may create ripple effects and have a disruptive effect on lower priority tasks.

Finally, if the deadline is missed, this means that the system is likely experiencing a transient overload state, which would make skip-next the best option to relieve some pressure from the system.

## 4 System Analysis

In this section we present our analysis of the closed-loop system with deadline misses. We first discuss the fundamentals of what happens from the physical perspective when a deadline is missed and then discuss the combinations identified in Section 3 for how the system handles the miss.

**Fundamentals:** Here we present the general methodology that we apply to verify the stability of closed-loop systems with different strategies. We cast the problem into a switching-systems stability problem and show how real-world implementations behave.

Within one control period, there are two possible realisations. The controller job that was activated at time $k \pi$ can either hit or miss its deadline. Figure 1 shows the case in which no deadline is missed, while Figure 2 shows the behaviour of the system when a deadline miss occur with the **hold and skip-next** strategy. In the figures, we use $e_i$ to indicate the execution
time of the $i$-th job of the controller. The figure just provides a visual representation of a lengthy execution, but misses can occur due to other sources of interference, e.g., higher priority task being executed with a fixed-priority scheduling algorithm, interrupts being raised and served during the execution of the control task, or access to locked shared resources being requested. In Figure 2, the control signal $u[2]$ is held as $u[3]$. The next controller execution instance is skipped and the result of the completion of $e_2$ is applied as $u[4]$.

The procedure that we follow to analyse the closed loop system is the following:

1. We express the dynamics of the closed-loop system in the cases of hit and of miss. Following a procedure similar to the one we used in Equation (7), we determine the state matrices for the closed-loop systems in case of deadline hit and deadline miss, respectively $A_H$ and $A_M$. We then know that the system with (unconstrained) deadline misses can be expressed as a switching system [27] that arbitrarily switches between these two matrices. If the original system in Equation (3) was unstable, there is no hope that the switching system that arbitrarily switches between $A_H$ and $A_M$ is stable (as either an old or no control action is applied when a miss occurs). However, we still have not introduced any weakly hard constraint.

2. We determine the set of possible cases for the evolution of the system when $\tau \models \langle n \rangle$ guarantees are provided, i.e., the possible realisations of the system behaviour. We denote with $\Sigma$ the set of possible matrices that these realise. For $\tau \models \langle n \rangle$ guarantees, the set of possible realisations is $\{H, MH, \ldots, M^p H\}$. The set contains either a single hit, or a certain number of misses (up to $n$) followed by a hit. This means that $\Sigma = \{A_H, A_H A_M, A_H A_M^2, \ldots, A_H A_M^n\}$. This can be written in a compact form as $\Sigma = \{A_H A_M^i \mid i \in \mathbb{Z}^+, i \leq n\}$ where $\mathbb{Z}^+$ indicates the set of integers including zero. Notice that matrices are multiplied from the right to the left (denoting the standard evolution of the system from a mathematical standpoint). This step introduces the weakly hard constraint for which we investigate the system stability.

3. We compute a generalisation of the spectral radius concept, called joint spectral radius $\rho(\Sigma)$ [21,36], that allows us to assess the stability of the closed-loop system that switches between the realisations (i.e., the valid scenarios including a number of misses between

\footnote{The notation used to define $\Sigma$ is slightly simplified here, as the matrix $A_H$ may be different depending on how many deadlines have been missed (for example, with the skip-next strategy the controller uses an old measurement of the state to compute the control signal). We will be more precise in the following when we show how to apply the procedure to the different cases. Furthermore, notice that the matrices in $\Sigma$ represent the evolution across a different number of time steps: $A_H$ advances the time in the system of $\pi$, while $A_H A_M$ advances the system time of $2\pi$. This is not a concern for the system analysis.}
0 and \( n \) followed by a hit) included in \( \Sigma \). More precisely, the closed-loop system that can switch between the realisations included in \( \Sigma \) is asymptotically stable if and only if \( \rho(\Sigma) < 1 \) [21, Theorem 1.2].

In order to generalise the spectral radius to a set of matrices, we introduce some notation. The following paragraphs are using the notation and sequential treatise proposed in [21] to introduce the concept of the joint spectral radius. We recap only what is needed for the purpose of understanding our analysis.

**Joint Spectral Radius** [21, 36]: The first step for our definition is to determine what happens when some steps of evolution of the switching system occur. We then denote with \( \rho(\Sigma) \) the spectral radius of the matrices that we find after \( \mu \)-steps. Precisely,

\[
\rho(\Sigma) = \sup \{ \rho(A)^{1/\mu} : A \in \Sigma^{\mu} \}.
\]

In this definition we quantify the average growth over \( \mu \) time steps, as the supremum of the spectral radius (elevated to the power \( 1/\mu \)) of all the matrices that can be evolutions of the system after \( \mu \) matrix multiplications (i.e., after \( \mu \) evolution steps, where an evolution step is either a hit or a set of constrained misses followed by a hit). Equation (9) denotes the supremum of all the possible combinations of products of \( \mu \) matrices that are included in \( \Sigma \).

Using \( \rho(\Sigma) \) we can define the joint spectral radius of a bounded set of matrices \( \Sigma \) as

\[
\rho(\Sigma) = \limsup_{\mu \to \infty} \rho(\Sigma_{\mu}).
\]

We are then looking at the evolution of the system for an infinite amount of time, i.e., pushing \( \mu \) to the limit.

Determining that the switching system is asymptotically stable is equivalent to assessing that the joint spectral radius of the set of matrices \( \Sigma \) is less than 1. This condition is both sufficient and necessary [21, Theorem 1.2]. This means that if the joint spectral radius is higher than 1, there is at least a sequence of switches of hits and misses that destabilises the closed-loop system.

**Joint Spectral Radius Computation:** On the practical side, the problem of computing if the joint spectral radius is less than 1 is undecidable [8]. In many cases it is possible to approximate the joint spectral radius with satisfactory precision [6,7,17,32] and obtain upper and lower bounds for \( \rho(\Sigma) \). Clearly, the closest the two bounds are, the more precise is the estimation of the true value of the joint spectral radius. We can safely say that our controller design is sufficiently robust to deadline misses if the upper bound on the joint spectral radius \( \rho(\Sigma) \) is less than 1.

**Joint Spectral Radius with at most \( n \) Consecutive Misses:** If the joint spectral radius of the set \( \Sigma \) is less than 1, the stability of all the combinations of realisations (of hits and misses, that include at most \( n \) consecutive misses) is proven, regardless of the window size.

For example, let us assume that we are analysing a system with the real-time guarantee that we cannot experience more than two consecutive misses. The realisations that we analyse are \( \{ A_H, A_HA_M, A_HA_MA_M \} \) and the joint spectral radius unfolds and checks all the possible (infinitely long) sequences of combinations of these realisations.

For a length of two, this means that we check: (1) \( A_HA_H \) as the product of the first term twice, (2) \( A_HA_MA_M \) as the product of the first two terms picking the first as final (in terms of time evolution of the system), (3) \( A_HA_MA_MA_M \) as the product of the first and last terms picking the first as initial, (4) \( A_HA_MA_MA_M \) as the product of the first two terms picking the second as final, (5) \( A_HA_MA_MA_MA_M \) as the product of the second term twice, (6) \( A_MA_MA_AMA_MA_MA_M \) as the product of the last two terms, picking the second as final, (7)
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\[ A_H A_M A_M A_H \] as the product of the last and first term, \( 8 \) \( A_H A_M A_M A_H A_M \) as the product of the last and second term, \( 9 \) \( A_H A_M A_M A_H A_M A_M \) as the last term twice. This procedure is repeated for more products, up to infinitely long sequences. From the computation side, the results are an upper and a lower bound on the value of the (true) joint spectral radius.

The analysis is sound on the control side, as stability is guaranteed if and only if the joint spectral radius is less than 1. On the theoretical side, this demonstrates that the \( \tau \vdash \langle n \rangle \) model can elegantly provide a necessary condition for the stability of the system. The only if part means that there is at least a sequence of hits and misses (where at most we experience \( n \) consecutive misses) that causes the system to be unstable if the (true value of the) joint spectral radius is larger than 1.

Considering that we only compute an upper and lower bound on the joint spectral radius, what we can conclude is: if the lower bound that we obtain is above 1, we are entirely certain that such a sequence exists, while if the lower bound is below 1 and the upper bound is above 1 we have no mathematical certainty that the system is unstable. Nonetheless, on the practical side, the bounds obtained with modern approximation techniques \([6,7,17,32]\) are usually very close to one another, implying that they are a very good estimate of the true value of the joint spectral radius.

It is important to note that even if the control system is able to stabilise the system in the presence of \( n \) consecutive misses, this does not mean that executing the controller with a period of \( n \pi \), rather than its original period \( \pi \), is a sensible choice. In fact, the performance (measured for example using the integral of the squared error) of the controller that is executing with a larger period would be dramatically worse than the performance of the controller with the shorter period that can experience misses. Being able to tolerate misses is very different than performing well when these misses occur.

Relation with \( m-K \) model: We here briefly discuss the relation between the guarantees that we obtain with the \( \tau \vdash \langle n \rangle \) model and the \( m-K \) model, \( \tau \vdash \langle m \rangle \).

The \( \tau \vdash \langle n \rangle \) model includes all the realisations that are contained in the \( \tau \vdash \langle n/K \rangle \) regardless of the value of \( K \). However, it can also include additional realisations (that could generate instability) that are not included in the \( \tau \vdash \langle n/K \rangle \) model, if \( K > n + 1 \). The \( \tau \vdash \langle n \rangle \) model over-approximates the set of possible realisations that one can obtain with an \( m-K \) task (assuming that \( n = m \)). This means that there is a chance that an \( m-K \) control task stabilises the system when the corresponding task with \( n \equiv m \) consecutive deadline misses would not.

The difference between \( n \) and \( K \) determines the extent of the potential over-approximation. With a smaller difference, the set of possible realisations converges to the set of realisations that are included in the \( \tau \vdash \langle n \rangle \) model. More precisely, the set of possible realisations considered with the \( \tau \vdash \langle n/(n+1) \rangle \) model is the same as the set obtained with the \( \tau \vdash \langle n \rangle \) model. However, increasing \( K \), reduces the set of possibilities that are considered, shrinking the size of the set of valid realisations. Figure 3 shows the relationship between three sets when \( K_2 > K_1 > n + 1 \).

If the system with \( \tau \vdash \langle n \rangle \) is found stable, then control task \( \tau \) that is given \( m-K \) guarantees also stabilises the plant if \( m \leq n \). This means that as a first approximation, regardless of the value of \( K \), when dealing with the \( m-K \) model, one can check the stability for a maximum of \( m \) consecutive deadline misses and if the condition is satisfied, then the closed-loop is stable regardless of the value of \( K \).

As a final remark, from the industrial point of view, the analysis of the case when \( K \gg n \) is not particularly interesting, because stability and quality of control guarantees are provided by the design of robust controllers \([26]\) (i.e., a small perturbation in scheduling is anyway covered by the redundancy and design of control systems). On the contrary, there is a clear
industrial interest in analysing the $K \approx n + 1$ case, due to transient heavy load perturbations.

**Application:** We now show how to apply the theory to practical case studies. We implemented our analysis methods in MATLAB®. The input values for our stability verification procedures are: $n$ (the number of contiguous deadline that the system can miss), $A_d$ and $B_d$ (the matrices that determine the dynamics of the system), and $K$ (the controller that is designed and should be validated). We used the JSR Matlab toolbox [22,45] to compute bounds on the joint spectral radius.

We would like to remark that while this strategy is simple to analyse, for practical applications it is hard to guarantee – using kill – that the control task $\tau$ will miss at most $n$ consecutive deadlines (as the state of the running task is always re-set at every period start).

**Zero&Kill:** The zero and kill strategy is the simplest to analyse. For this strategy we can look at Equations (3) and (5). The system behaves according to

$$\tilde{x}_{[k+1]} = [x_{[k+1]} \ | \ \ u_{[k+1]}] = \begin{bmatrix} A_d & B_d \\ K & 0_{r \times r} \end{bmatrix} \begin{bmatrix} x_{[k]} \ | \ u_{[k]} \end{bmatrix} = A_H \tilde{x}_{[k]}$$

in case of a hit. Notice that this is in principle exactly the same for each strategy, as when the controller hits the deadline the behaviour is the same. Kill implies that in case of a deadline miss there is an abort of what the control task has been computing up to its deadline, which means there is no need to take into account its (partial) behaviour. In case of a deadline miss in the $k$-th iteration, the control signal $u_{[k+1]}$ is set to zero. This means that the system evolves according to

$$\tilde{x}_{[k+1]} = [x_{[k+1]} \ | \ \ u_{[k+1]}] = \begin{bmatrix} A_d & B_d \\ 0_{r \times r} & 0_{r \times r} \end{bmatrix} \begin{bmatrix} x_{[k]} \ | \ u_{[k]} \end{bmatrix} = A_M \tilde{x}_{[k]}$$

in case of a miss. With $n$ maximum consecutive misses, we can then compute all the matrices in $\Sigma = \{A_H A_M^i \ | \ i \in \mathbb{Z}_0, i \leq n\}$ and then compute the upper bound on $\rho(\Sigma)$.

**Zero&Skip-Next:** The difference between Zero&Kill and Zero&Skip-Next lays in the freshness of the measurements that are used for the computation of the control signal when the task $\tau$ hits its deadline. In fact, if the task was killed and a new job was activated then the state measurement would occur at the beginning of the new activation, while if the task

\[\begin{array}{c}
\tau \vdash (n) = \tau \vdash \left(\frac{n}{K_1}\right), K_1 > n + 1 \\
\tau \vdash \left(\frac{n}{K_2}\right), K_2 > n + 1 \\
\end{array}\]

**Figure 3** Sets of potential realisations with different models.
was allowed to continue, it would use old measurements. Figure 4 shows how the system evolves in case of consecutive deadline misses. Suppose that the control task $\tau$ completes its execution in the third period. Then this is not equivalent to experiencing two misses and a hit, because the completion uses old state measurements. We need to then express the state matrix evolution when there is a recovery hit, rather than a regular hit (in the figure $u(4)$ is set using $x(1)$).

To properly analyse this system, our state has to include the previous values that can be used for the control signal computation. With $\tau \triangleright \langle n \rangle$ guarantees, we can then define our augmented state vector as $\tilde{x}[k] = [x[k], x[k-1], \ldots, x[k-n], u[k], u[k]^T]$, i.e., the state vector of the closed-loop system is composed of $n+1$ elements of the state vector and 1 element for the control signal.

Then we can write the closed-loop system in case of a deadline hit, i.e., the equivalent of Equation (7), as

$$
\begin{bmatrix}
  x[k+1] \\
  x[k] \\
  \vdots \\
  x[k-n+1] \\
  u[k+1]
\end{bmatrix}
= 
\begin{bmatrix}
  A_d & 0_{p \times (n+1)} & B_d & \cdots & 0_{r \times r} \\
  I_{n \times p} & 0_{(n+1) \times (p+r)} & K & \cdots & 0_{r \times r}
\end{bmatrix}
\begin{bmatrix}
  x[k] \\
  x[k-1] \\
  \vdots \\
  x[k-n] \\
  u[k]
\end{bmatrix}.
$$

(13)

Here, we added some padding to the matrix to identify that state variables are transferred from one time instant to the next; i.e., to add the trivial equations $x[i] = x[i], \forall i \mid x - n + 1 \leq i \leq k$.

In fact, when the deadline is hit (not after a miss) there is no use of the previous values of the state.

When a miss occurs, the control signal is set to zero. This means that we can use the $A_H$ matrix defined in Equation (13) and substitute the value of $K$ with a zero matrix of appropriate size, i.e., $0_{r \times p}$ to obtain the $A_M$ matrix,

$$
\begin{bmatrix}
  x[k+1] \\
  x[k] \\
  \vdots \\
  x[k-n+1] \\
  u[k+1]
\end{bmatrix}
= 
\begin{bmatrix}
  A_d & 0_{p \times (n+1)} & B_d & \cdots & 0_{r \times r} \\
  I_{n \times p} & 0_{(n+1) \times (p+r)} & 0_{r \times (n+1) \times p+r} & \cdots & 0_{r \times r}
\end{bmatrix}
\begin{bmatrix}
  x[k] \\
  x[k-1] \\
  \vdots \\
  x[k-n] \\
  u[k]
\end{bmatrix}.
$$

(14)

Now we should remark that a hit and a recovery hit have two different matrix realisation, i.e., a hit that follows a certain number of misses (up to $n$) has a different matrix with respect to $A_H$. In fact, we have to take into account the use of the old state measurement to produce the control signal of the recovery hit. We denote with $A_{R_i}$ the matrix that represents the

\[ Figure 4 \] System evolution in case of two consecutive deadline misses with the skip-next strategy and the zero policy.
evolution of the closed-loop system when a recovery happens after $i$ deadlines were missed.

This matrix can be constructed modifying the last row of $A_H$, and switching the position
of $K$ to use the correct state vector (i.e., the one that corresponds to the measurements
obtained $n$ steps before).

For $i = 1$, i.e., with one deadline miss, we can write

$$\begin{bmatrix}
    x[k+1] \\
    x[k] \\
    ... \\
    x[k-n+1] \\
    u[k+1]
\end{bmatrix} = 
\begin{bmatrix}
    A_d & 0_{p \times (n \cdot p)} & B_d \\
    I_{n \cdot p} & 0_{(n \cdot p) \times (p + r)} & 0_{p \times r} \\
    0_{r \times p} & K & 0_{r \times (n-1) \cdot p} \\
\end{bmatrix}
\begin{bmatrix}
    x[k] \\
    x[k-1] \\
    ... \\
    x[k-n] \\
    u[k]
\end{bmatrix}.$$

(15)

Consistently with our treatise, $A_{R_0} = A_H$. We can then compute the set $\Sigma$ as $\Sigma = \{A_{R_i}, A_{M_i} | i \in \mathbb{Z}, i \leq n\}$ and then compute the upper bound on $\rho(\Sigma)$ using the computed set of
matrices$^9$.

Zero&Queue(1): The behaviour of the combination of the zero policy and the queue(1)
strategy vary depending on the possibility of the queued job to complete before the deadline
or not. We are going to make the additional hypothesis that the worst-case response time for
a job is less than $n \pi$, where $n$ is the maximum number of consecutive deadline misses. We
can start from the set $\Sigma$ used for the Zero&Skip-Next combination and add to the set all
the matrices $A_H A_M^i$, that take into account the possibility that the queued job completed
before its deadline. We should also include in the set $\Sigma$ the matrices $A_{R_i}$, alone, as it could
happen that a queued job doesn’t terminate in the period it was started in. We then obtain
$\Sigma = \{A_H A_M^i, A_{R_i}, A_{R_i} A_M^i | i \in \mathbb{Z}, i \leq n\}$, and we can use the set to compute the upper
bound on the joint spectral radius $\rho(\Sigma)$.

Hold&Kill: The hold and kill strategy aborts the task but applies the previously computed
control signal to the plant. An easy way to analyse this case is to include in the state of the
system also the control signal, such that we can determine the switch between two different
matrices without having the matrices grow. Denote with $\tilde{x}[k] = [x^T[k], u^T[k]]^T$. We recall
that $r$ is used to represent the number of input variables.

We can write the evolution of the system when a deadline is hit as

$$\begin{bmatrix}
    x[k+1] \\
    u[k+1]
\end{bmatrix} = 
\begin{bmatrix}
    A_d & B_d \\
    K & 0_{r \times r}
\end{bmatrix}
\begin{bmatrix}
    x[k] \\
    u[k]
\end{bmatrix}.$$

(16)

meaning that the computation (the third row of the $A_H$ matrix) is completed and the new
control variable is updated with the information from the plant. When a deadline is missed,
we compute the system evolution as

$$\begin{bmatrix}
    x[k+1] \\
    u[k+1]
\end{bmatrix} = 
\begin{bmatrix}
    A_d & B_d \\
    0_{r \times r} & I_r
\end{bmatrix}
\begin{bmatrix}
    x[k] \\
    u[k]
\end{bmatrix}.$$

(17)

$^9$The drawback of constructing the set $\Sigma$ as shown above is that the size of the matrices in the set grows
linearly with the number of deadline misses. It is possible to construct a compact representation that
uses as state vector $\tilde{x}[k] = [x^T[k], u^T[k]]^T$ but writes the evolution of the system directly as the relation
between $\tilde{x}[k]$ and $\tilde{x}[k+n+1]$. This second way of expressing the system dynamics has the disadvantage of
hiding misses and hits and only showing the evolution at each hit (still keeping track of what happened
at the instants in which the misses occurred). We implemented both versions in our code and checked
that the obtained results are the same except for the computational speedup. This remark applies to all
the strategies using skip-next.
when we miss a deadline we use the old control value, introducing an identity matrix in the zero&kill strategy. We start from the hold&skip-next matrices and determine the evolution matrix to reflect how old is the sensed data that is being used for the computation and the following matrices are obtained by moving the position of the term $K$ in the state evolution matrix to reflect how old is the sensed data that is being used for the computation of the control signal.

Again, $A_{R_0} = A_H$, and we can define the set $\Sigma$ as $\Sigma = \{ A_{R_i}A_{M}^i \mid i \in \mathbb{Z}^\geq, i \leq n \}$. With this, we can compute the upper bound on $\rho(\Sigma)$.

**Hold&Queue(1):** To analyse the hold&queue(1) strategy, we follow the same principles used for the zero&kill strategy. We start from the hold&skip-next matrices and determine $\Sigma = \{ A_HA_{M}^i, A_{R_i}, A_{R_i}A_{M}^i \mid i \in \mathbb{Z}^\geq, i \leq n \}$.

## 5 Experimental Validation

In this section we present a few examples of how the analysis presented in Section 4 can be applied to determine the robustness to deadline misses of control system implementations. In particular, we first present some results obtained with an unstable second-order system, which could be used to approximate unstable plants such as a segway that has to be stabilised
about the top position. Then, we verify the stability of a permanent magnet synchronous motor for an automotive electric steering application.

**Unstable Second-Order System:** We analyse the following continuous-time linear time-invariant open-loop system,

\[
\dot{x}(t) = \begin{bmatrix} 10 & 0 \\ -2 & -1 \end{bmatrix} x(t) + \begin{bmatrix} 5 & 1 \\ 4 & 10 \end{bmatrix} u(t),
\]

(21)

where both the state and the input vector are composed of two variables. The expression above is the equivalent of Equation (2). Since the \(A_c\) matrix is a lower triangular matrix, one can immediately see that the poles of the system are 10 and –1. Since one pole is in the right half plane, the system has one unstable mode and there is a need for control to stabilise the system.

An optimal linear quadratic regulator [26] is designed for this system, assuming that the controller execution is instantaneous and there is no one-step delay actuation, obtaining

\[
K = \begin{bmatrix} -4.7393 & 0.2430 \\ 0.2277 & -0.8620 \end{bmatrix}.
\]

(22)

First, we check the stability of the closed loop system when the controller is executed with one step delay. We select a sampling period of 10 ms and discretise the system obtaining

\[
x[k+1] = \begin{bmatrix} 1.1053 & 0.0000 \\ -0.0209 & 0.9900 \end{bmatrix} x[k] + \begin{bmatrix} 0.0526 & 0.0105 \\ 0.0393 & 0.9994 \end{bmatrix} u[k],
\]

(23)

This corresponds to Equation (3). The matrix \(A_d\) is also lower triangular, which means that the poles of the open-loop system are the numbers indicated in the main diagonal. Since one of them is outside the unit circle, the discretised version of the continuous-time system is (unsurprisingly) also unstable and needs control. The poles of the closed-loop system corresponding to the execution of the LET controller every 10 ms are \{0.8911, 0.8141, 0.3013, 0.6888\} and they are all inside the unit circle, meaning that the system is stabilised by the LET controller \(K\) from Equation (22), and our control design is a good choice.

Our research question is how many deadlines can we miss when we execute the controller with all the possible deadline miss handling strategies. Table 1 summarises the results we obtain for the analysis.

With the zero strategy, irrespective of the choice of how to handle the job that misses the deadline (kill, skip-next, or queue), the system is robust to missing one deadline (the upper bound on the joint spectral radius is less than 1 for one deadline miss). A subsequent miss is not tolerated, and the closed-loop system becomes provably unstable (the lower bound on the joint spectral radius is above 1). We now look at what happens when the control signal is kept constant in case of misses, i.e., when we hold. Hold&kill ensures that we could miss five deadlines in a row without the emergence of unstable behaviour. However, if a sixth deadline is missed, the system could become unstable. In this case, in fact, the upper-bound on the joint spectral radius exceeds 1. The lower bound, however, is below 1. This means that there is no complete certainty that the system is unstable, but there is a high risk. The true value (for which we have certainty) lies in between the the two bounds. If we continue our analysis, the situation where the true values is around 1 and uncertain persists up to 7 deadline misses. When we introduce the possibility of missing 8 consecutive deadlines, both
Table 1 Stability Results for the Unstable Second-Order System

<table>
<thead>
<tr>
<th>Misses</th>
<th>Stability</th>
<th>Lower Bound</th>
<th>Upper Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zero&amp;Kill</td>
<td>✓</td>
<td>0.961037</td>
<td>0.961975</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.071911</td>
<td>1.071915</td>
</tr>
<tr>
<td>Zero&amp;Skip-Next</td>
<td>✓</td>
<td>0.914298</td>
<td>0.920769</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.059819</td>
<td>1.059822</td>
</tr>
<tr>
<td>Zero&amp;Queue(1)</td>
<td>✓</td>
<td>0.961037</td>
<td>0.964287</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.071911</td>
<td>1.071915</td>
</tr>
<tr>
<td>Hold&amp;Kill</td>
<td>✓</td>
<td>0.891089</td>
<td>0.891090</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.891089</td>
<td>0.891090</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.891089</td>
<td>0.891098</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.891089</td>
<td>0.891251</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.891089</td>
<td>0.935272</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.891089</td>
<td>1.004593</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.961344</td>
<td>1.083038</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.071911</td>
<td>1.072249</td>
</tr>
<tr>
<td>Hold&amp;Skip-Next</td>
<td>✓</td>
<td>0.891089</td>
<td>0.891090</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.914556</td>
<td>0.944458</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.076507</td>
<td>1.091171</td>
</tr>
<tr>
<td>Hold&amp;Queue(1)</td>
<td>X</td>
<td>1.347066</td>
<td>1.370827</td>
</tr>
</tbody>
</table>

The lower-bound and the upper-bound are above 1, meaning that the system is provably unstable for some sequences. Notice that this does not mean that the instability is found when we repeat the sequence with 8 consecutive misses followed by a hit. It could happen that the unstable sequence is a combination of a number of deadline misses up to 8 followed by a different number, followed by a number of deadline hits, and so forth. In fact, in our investigation we have encountered cases in which the closed-loop system was stable in case of the repetition of the sequence with \( n \) misses followed by a hit, but unstable with a number of consecutive misses up to \( n \). For any practical application, terminating the investigation when the upper-bound crosses 1 ensures a safety margin and guarantees the correct system operation.

When hold is paired with skip-next the system tolerates 2 misses. When queue(1) is uses, on the contrary, the system does not tolerate even a single miss. As a final remark, notice that while the number of tolerated deadline misses is higher for hold&kill, when a task is killed it is difficult to guarantee – with real-time analysis – that the subsequent job will not miss its deadline (especially due to locality effects). On the contrary, in general, when skip-next is applied, it is easier to guarantee the termination of in the consecutive periods. This is true unless the deadline misses are caused by a bug in the control task itself, in which case the control task may never terminate.

Electric Steering Application: Here we verify the stability of a permanent magnet synchronous motor for an automotive electric steering application in the presence of deadline misses. We first present a standard model for the motor and a proportional and integral (PI) controller for setpoint tracking, written in the state-feedback form.

When modeling the motor, our system state is \( x(t) = [i_d(t), i_q(t)]^T \) where \( i_d(t) \) and \( i_q(t) \) represent respectively the currents in the \( d \) and \( q \) coordinates over time. The aim of our control design is to track arbitrary reference values for the currents. The control signal is
\[ u(t) = [u_d(t), u_q(t)]^T, \text{ where } u_d(t) \text{ and } u_q(t) \text{ represent respectively the voltages applied to} \]
\[ \text{the motor in the } d \text{ and } q \text{ coordinate system (subject to an affine transformation). The model} \]
\[ \text{of the motor can be written as} \]
\[ \dot{x}(t) = \begin{bmatrix} -R/L_d & L_q \omega_{el}/L_d \\ -L_d \omega_{el}/L_q & -R/L_q \end{bmatrix} x(t) + \begin{bmatrix} 1/L_d & 0 \\ 0 & 1/L_q \end{bmatrix} u(t). \] (24)

Here, \( L_d [\text{ht}] \) and \( L_q [\text{ht}] \) denote respectively the inductance in the \( d \) and \( q \) direction, \( R [\text{Ohm}] \)
\[ \text{is the winding resistance, and } \omega_{el} [\text{rad/s}] \text{ is the frequency of the rotor-induced voltage} \]
\[ \text{(assumed as constant). We used the parameters of our motor}^{10} \text{ and discretised the plant} \]
\[ \text{using Tustin’s method}^{11}, \text{ and a sampling period of } 10 \mu s, \text{ obtaining} \]
\[ x[k+1] = \begin{bmatrix} 0.996 & 0.075 \\ -0.052 & 0.960 \end{bmatrix} x[k] + \begin{bmatrix} 0.100 & 0.003 \\ -0.003 & 0.083 \end{bmatrix} u[k]. \] (25)

Notice that the eigenvalues of \( A_{d,\text{base}} \) are \( 0.9957 \pm 0.0626i \) and their absolute value is \( 0.9977, \)
\[ \text{meaning that the open-loop system is stable (even without control). Control is here added} \]
\[ \text{to constrain the behaviour of the system and make sure it tracks current setpoints without} \]
\[ \text{errors.} \]

To achieve zero steady-state error, we would like to design our controller in the PI form,
\[ \text{using a term that is proportional to the error between the actual current vector and the} \]
\[ \text{setpoint vector and a term that is proportional to the integral of the error. We then need to} \]
\[ \text{augment the state vector } x[k] \text{ and keep track of the error at the current time step and at the} \]
\[ \text{previous time step. We also need to add to the input vector the setpoints for the currents in} \]
\[ \text{the D and Q directions. This allows us to write our PI controller in the state-feedback form.} \]
\[ \text{After this transformation, we denote the new system input as } v[k] = [u[k]^T, w[k]^T]^T \text{ where} \]
\[ w[k] \text{ denotes a vector that contains the desired values for the currents } i_d \text{ and } i_q \text{ at time } k. \]
\[ \text{We also define the new system state as } s[k] = [x[k]^T, v[k], e[k-1]^T]^T, \text{ where } e[k] \text{ is the error at} \]
\[ \text{time } k, \text{ i.e., } e[k] = w[k] - x[k]. \] We therefore model the system as
\[ s[k+1] = \begin{bmatrix} A_{d,\text{base}} & 0_{2x2} & 0_{2x2} \\ -I_2 & 0_{2x2} & 0_{2x2} \\ 0_{2x2} & I_2 & 0_{2x2} \end{bmatrix} s[k] + \begin{bmatrix} B_{d,\text{base}} & 0_{2x2} \\ 0_{2x2} & I_2 \\ 0_{2x2} & 0_{2x2} \end{bmatrix} v[k]. \] (26)

We design our PI controller as
\[ K = \begin{bmatrix} K_1 \\ 5 \\ 1 \end{bmatrix} \begin{bmatrix} K_2 \\ 0 \\ 7 \end{bmatrix}. \] (27)

We can test that in absence of deadline misses, when the controller is implemented with LET
\[ (\text{i.e., with one-step delay), the system preserves stability. We now move on to investigate} \]
\[ \text{the stability property of the system when some deadlines are missed. Table 2 presents a} \]
\[ \text{summary of the results we obtained.} \]

\[ ^{10}\text{The constants used for the calculations are: } R = 0.025 [\text{Ohm}], \omega_{el} = 6283.2 [\text{rad/s}], L_d = 0.0001 [\text{ht}], \]
\[ L_q = 0.00012 [\text{ht}]. \]

\[ ^{11}\text{While Tustin’s method introduces frequency distortion, the method is what is currently applied in our} \]
\[ \text{industrial case study. Similar results can be obtained with the exact matrix exponential, changing the} \]
\[ \text{discretisation command parameters in the Matlab code.} \]
Table 2 Stability Results for the Electric Steering Application

<table>
<thead>
<tr>
<th>Misses</th>
<th>Stability</th>
<th>Lower Bound</th>
<th>Upper Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zero&amp;Kill</td>
<td>∞</td>
<td>✓</td>
<td>0.997713</td>
</tr>
<tr>
<td>Zero&amp;Skip-Next</td>
<td>1 ✓</td>
<td>0.892575</td>
<td>0.892575</td>
</tr>
<tr>
<td></td>
<td>2 ✓</td>
<td>0.892575</td>
<td>0.892575</td>
</tr>
<tr>
<td></td>
<td>3 ✓</td>
<td>0.892575</td>
<td>0.892575</td>
</tr>
<tr>
<td></td>
<td>4 ✓</td>
<td>0.892575</td>
<td>0.892575</td>
</tr>
<tr>
<td></td>
<td>5 ✓</td>
<td>0.892575</td>
<td>0.892575</td>
</tr>
<tr>
<td></td>
<td>6 ✓</td>
<td>0.892575</td>
<td>0.892575</td>
</tr>
<tr>
<td></td>
<td>7 ✓</td>
<td>0.892575</td>
<td>0.892575</td>
</tr>
<tr>
<td></td>
<td>8 ✓</td>
<td>0.900922</td>
<td>0.900922</td>
</tr>
<tr>
<td></td>
<td>9 ✓</td>
<td>0.912902</td>
<td>0.912902</td>
</tr>
<tr>
<td></td>
<td>10 ✓</td>
<td>0.938565</td>
<td>0.938565</td>
</tr>
<tr>
<td></td>
<td>11 ✓</td>
<td>0.940823</td>
<td>0.940823</td>
</tr>
<tr>
<td></td>
<td>12 ✓</td>
<td>0.942610</td>
<td>0.942610</td>
</tr>
<tr>
<td></td>
<td>13 ✓</td>
<td>0.951092</td>
<td>0.951092</td>
</tr>
<tr>
<td></td>
<td>14 ✓</td>
<td>0.962846</td>
<td>0.962846</td>
</tr>
<tr>
<td></td>
<td>15 ✓</td>
<td>0.973776</td>
<td>0.973776</td>
</tr>
<tr>
<td></td>
<td>16 ✓</td>
<td>0.983954</td>
<td>0.983954</td>
</tr>
<tr>
<td></td>
<td>17 ✓</td>
<td>0.993436</td>
<td>0.993436</td>
</tr>
<tr>
<td></td>
<td>18 ✓</td>
<td>1.002273</td>
<td>1.002273</td>
</tr>
<tr>
<td>Zero&amp;Queue(1)</td>
<td>1 ✓</td>
<td>0.925966</td>
<td>0.925966</td>
</tr>
<tr>
<td></td>
<td>2 ✓</td>
<td>1.001620</td>
<td>1.001620</td>
</tr>
<tr>
<td>Hold&amp;Kill</td>
<td>1 ✓</td>
<td>0.892575</td>
<td>0.892575</td>
</tr>
<tr>
<td></td>
<td>2 ✓</td>
<td>0.938332</td>
<td>0.938332</td>
</tr>
<tr>
<td></td>
<td>3 ✓</td>
<td>1.073542</td>
<td>1.073542</td>
</tr>
<tr>
<td>Hold&amp;Skip-Next</td>
<td>1 ✓</td>
<td>0.968574</td>
<td>0.968574</td>
</tr>
<tr>
<td></td>
<td>2 ✓</td>
<td>1.107390</td>
<td>1.107390</td>
</tr>
<tr>
<td>Hold&amp;Queue(1)</td>
<td>1 ✓</td>
<td>1.423968</td>
<td>1.423968</td>
</tr>
</tbody>
</table>

The zero&kill strategy presents a special property. Using this strategy, the closed-loop system is always going to be stable, regardless of the number of deadlines that are missed. In fact, using the joint spectral radius, it is possible to prove that the system that switches between $A_H$ and $A_M$ is always stable, when the matrices are the ones identified in Section 4 for zero&kill. This special property comes from the fact that the open-loop system is stable and control is applied only using fresh measurements (assuming that the kill procedure is able to rollback the system to a clean state). The fact that $A_M$ and $A_H$ are stable individually is not enough to guarantee stability, but all of their combinations prove to be contractions, making the switching system stable as well. Notice that this is not generalisable, but only due to the properties of the particular system we are controlling – in fact, this is not true for the the second-order system example above. For this specific system, this tells us that implementing a clean rollback is very beneficial, and goes a long way to ensure fault tolerance. However, it is not always possible to implement a clean rollback with the given hardware and software setup.

When zero is paired with skip-next, old measurements of the state are used when a recovery hit happens. This means that the system can be unstable even though the behaviour...
is similar to the zero&kill strategy one. In fact, differently from zero&kill, the system is not able to tolerate an infinite number of misses. We then ask how many many consecutive deadline misses the system experience without violating the stability property. As reported in Table 2, both the lower-bound and the upper-bound on the joint spectral radius are less than 1 for a system that experiences up to 17 consecutive misses. However, with 18 consecutive misses the closed-loop system becomes provably unstable (lower-bound above 1).

This result means that if the controller can miss 18 deadlines in a row, then the delay introduced between the sensing and the actuation is harmful for the system and can cause instability. In this case, there is at least one sequence of deadline misses (which satisfies the condition that there cannot be more than 18 consecutive misses) that leads to instability. In this case, it is certain that the closed-loop switching system is unstable. Notice that the harmful sequence does not necessarily have to be a repetition of 18 misses and 1 hit, but can be a combination of different terms (for example it could happen that due to the time constant of the system missing 16 deadlines, hitting 2 of them, and then missing 18 would cause instability). For this particular case, however, it is simple enough to check that the spectral radius of the closed-loop matrix with 18 misses and 1 hit is above 1 and this immediately means that the sequence of 18 misses and 1 hit destabilises the system (although it might not be the only one).

If we pair zero with queue(1), the results differ dramatically. The number of matrices in the set $\Sigma$ used to compute the joint spectral radius increases, and there is a combination of events (specific number of misses, recovery, and recovery with immediate information) that can lead to instability even when just 2 consecutive deadlines are missed. This immediately tells us that using the queue(1) strategy is a bad idea for this system and should be avoided.

When the control signal is held, the kill strategy guarantees stability for 2 deadline misses, while a third potential miss makes the system provably unstable. The skip-next strategy, paired with hold, can tolerate one miss, but a second one makes the system unstable. The queue(1) strategy cannot even tolerate a single miss.

From this experimental campaign, we can conclude that for this system kill is working better than any other system-level strategy, and zero works better than hold in terms of guaranteeing the system stability. We can also conclude that while queuing a task when a previous one is executing could improve the control performance, the risk of harming the system is much higher. We advocate that performing the analysis presented in this paper can give important runtime information to determine how robust control systems are to temporary faults and problems.

6 Related Work

Studying the non-ideal behaviour that emerges from the implementation and execution of control systems is an important problem for practical applications of control. Control tasks for example may have variable periods and may require to be executed with different rates depending on the operating conditions [4]. Also, late information can affect the system’s performance [24,30,31,37], especially for networked systems. These timing effects are usually characterised as independent events with stochastic distributions [13], or using worst case bounds [2,15]. Control researchers proposed deadline-aware design methods to guarantee stability [5,29] and improve the control performance [38]. Sinopoli et al. [40] proposed an optimal control design for networked system leveraging the probability of packet losses. Lincoln and Cervin [28] proposed a design tool for optimal controllers in the presence of probabilistic delays, that can be exploited for LET design setting the delay to one period.
In many circumstances, the control designer can usually trade off computing time and accuracy [39]. In some cases, an inaccurate and faster solution that can be executed at a faster rate is preferable to an accurate and precise solution that can only be executed at a slower rate [23]. However, it is extremely hard in practice to guarantee that the delays will never exceed the control period.

These types of systems have been studied both from the schedulability perspective [43] and using model checking [12]. The performance cost of deadline misses was investigated [34,44], together with the role of the strategy used to handle the misses [33,41,42]. All these papers used the $m$-$K$ model, starting from the assumption that windows of hits and misses have to be analysed in order to determine the behaviour of the system. We build on the previous literature to determine how the implementation is going to react to missed deadlines, both in terms of selection of the control signal [29] and in terms of management of the job that misses its deadline [33]. There are some important differences between [33] and the contribution of this paper: [33] presents a control design technique to guarantee probabilistic robustness to deadline misses, on the contrary we assume that the controller is already designed and executes without any change and we demonstrate an analysis method to guarantee exactly that the controller tolerates (in terms of stability) a maximum number of consecutive misses.

In this work we showed that it may not be necessary to study windows of hits and misses. We argue that before looking at the $m$-$K$ model representation, which is harder to analyse, one should check the stability of the $\langle m \rangle$ model. If the $\langle m \rangle$ is stable, there is no need to include complex window-based analysis — it happens quite often that the information needed to study the stability of the closed-loop systems is already contained in the number of consecutive deadline misses.

Ghosh et. al. [16] studied how to design control systems in the presence of faults that cause them to miss at most $n$ deadlines, providing a synthesis method to achieve fault-tolerance – without specifying how the system is going to react to the misses (e.g., kill or skip-next). Here we take a different perspective and want to validate the behaviour of a control system (in terms of stability) when deadlines are missed, including the deadline management strategy from a system and implementation perspective.

### Conclusion

In this paper we revisited the weakly hard real-time model for control tasks. We formalised the problem of determining the stability of the closed-loop system in the presence of a given number of consecutive misses that the controller task can experience. With the number of consecutive deadline misses, we derived stability criteria for systems where the deadline miss is handled in different ways, both from the perspective of the control signal applied (either zeroing or holding the previous value of the control signal) and with respect to the management of the task that misses the deadline (that can be either killed or allowed to continue in the subsequent control period). We solved this problem using a mathematical tool called joint spectral radius, for the computation of which open-source toolboxes are available. We applied our analysis to two different examples: an unstable system and an industrial application for electric steering. In both cases, we showed the limitations of the controller implementations that miss a given number of deadlines.

In the future, we plan to look at applying the joint spectral radius analysis to systems specified using the $m$-$K$ model. This is particularly challenging, because there is no direct mapping between the potential sequences of hits and misses and a set of matrices. Furthermore, we want to investigate the performance of controllers that experience deadline misses.
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