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Characterizing the Effect of Deadline Misses
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Abstract—Modern embedded software includes complex func-
tionalities and routines, often implemented by splitting the code
across different tasks. Such tasks communicate their partial com-
putations to their successors, forming a task chain. Traditionally,
this architecture relies on the assumption of hard deadlines and
timely communication. However, in actual implementations, tasks
may miss their deadlines, thus affecting the propagation of their
data. This article analyzes a task chain in which tasks can fail
to complete their jobs according to the weakly-hard task model.
We explore how missing deadlines affect chains in terms of clas-
sic latency metrics and valid data paths. Our analysis, based
on mixed integer linear programming, extracts the worst-case
deadline miss pattern for any given performance metric.

Index Terms—Deadline misses, functional task chains, latency
analysis, real-time systems, weakly-hard model.

I. INTRODUCTION

COMMERCIAL real-time embedded applications have
experienced a rapid increase of the number of com-

ponents and functionality packed onto the same systems.
The automotive sector is a clear example of this trend: new
advanced driving assistance systems and better safety func-
tions require the integration of a higher number of sensors and
actuators, as well as increasingly complex software to be run.
The implementation of these complex functions is commonly
split among multiple tasks, creating functional chains [29].
A typical example of task chain comes from control systems.
Modern controllers may require to collect inputs from sensors,
filter such data, extract features, and finally produce control
commands used by actuators and diagnostic monitors. All such
steps are possibly managed by different tasks, often involving
the connection of both new components and legacy software,
the two having possibly mismatched rates [40]. As a conse-
quence, most automotive systems are intrinsically multirate
systems.

Tasks belonging to the same functional chain can be mapped
to different computational units of a multicore processor for
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parallelism exploitation. Such platforms are powerful and effi-
cient, but require a more complex design and analysis to
provide correctness guarantees. In this context, analyzable
communication mechanisms, such as the popular logical exe-
cution time (LET) paradigm [33], are introduced in order to
preserve determinism and ensure a proper functioning.

Furthermore, such systems are often characterized by an
environment where the demand for computational resources
on the part of the application is not constant in time. When
transient overload conditions occur, some task instances may
not be able to complete their executions within the given dead-
line. These working conditions are quite common in real-world
applications [3], and considering these systems as hard real-
time ones would result in unnecessary pessimism. Indeed,
automotive applications have been proven to be tolerant to
overload conditions and missed deadlines, as long as the
deadline misses are sporadic and limited in time [51], [60].

Despite this, little attention has been paid in the scientific
literature to the analysis of the effect that a task’s deadline
misses may cause to other (functionally interconnected) tasks.
A job missing its deadline is usually unable to produce its
output on time, impacting the functional behavior of all the
tasks that directly depend on it. This may inflate the reaction
time of the task chain (e.g., from the sensing of an event to
the reaction on the part of the actuators) possibly affecting the
system performance [41]. In the worst case, a missed dead-
line for a task may even result in the entire chain skipping
an output. The magnitude of such effects is, however, largely
dependent on the taskset characteristics and its schedule. For
example, a skipped output of a highly oversampled task may
not have any significant effect on the data flow.

This article aims at assessing the impact of deadline misses
in a functional chain, when at the deadline instant the instance
of a task that has not completed is terminated (killed). Initially,
we abstract from a model of how deadline misses occur in the
system and analyze their effect in general on the data propa-
gation. Then, we study effect chains that involve weakly-hard
tasks mapped in a multicore platform, communicating with
protocols based on the LET paradigm. We formulate the anal-
ysis as a mixed integer linear programming (MILP) problem
and explore the effects of deadline misses in terms of common
metrics for effect chains, such as input-output latency, and data
age. Even when all tasks are designed to adhere with the hard
real-time systems paradigm, this approach can be used as a
sensitivity analysis to identify the tasks that may disrupt the
system performance and to help designing better systems.

The approach is finally evaluated over the Perception RTSS
2021 Industry Challenge [44] that models an autonomous
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driving application that includes a sensing pipeline and the
calculation of a new control signal, which represents a good
target example of emerging automotive applications.

II. RELATED WORK

Task chains are historically classified in two distinct groups:
1) time-triggered (or periodic) and 2) event-driven [57]. In
event-driven chains each task is activated by the termina-
tion of its predecessor. Event-driven chains are common in
avionics [27] and robotics [12]. In time-triggered chains,
tasks execute according to their own periodic behavior, and
the communication occurs by shared memory value updates.
Automotive systems usually employ time-triggered chains [4],
following the AUTOSAR standard. We focus on time-triggered
chains.

One of the first discussions on time-triggered task chains
is found in [26], where the authors propose an algorithm to
select the task periods while guaranteeing end-to-end latency
requirements for a chain. A more rigorous timing analysis of
time-triggered chains was proposed by Feiertag et al. [23].
This analysis introduced a detailed chain framework and its
semantics and paved the way for multiple works on chain-
related challenges in different configurations and with different
levels of available information (e.g., [6], [21], [37], and
[42]). Other works dealt with the problem of optimizing task
parameters to satisfy end-to-end timing constraints for a task
chain [17], [58], [65]. Recent papers targeted more complex
scenarios: chains that may share one or more tasks with other
chains [36], and globally asynchronous locally synchronous
distributed chains [28]. Successful industrial tools, such as
SymTA/S [31] now include the implementation of end-to-end
delay analysis for time-triggered effect chains.

The LET paradigm was originally proposed in the Giotto
framework [32], but gained traction recently in the indus-
trial world [22], particularly in the automotive sector [29],
[47]. With LET, tasks read and write data at prescribed time
instants, regardless of the actual (and possibly varying) time
required to complete a job’s execution. LET provides time
determinism and a predictable execution model, at the cost
of a higher (yet fixed) input-output delay. Using LET pro-
vides system designers with a time contract, abstracting from
the chosen platform and scheduler [19], and can be exploited
to arbitrate memory accesses [9], [10]. LET is becoming a
widely accepted candidate to enforce a causal execution order
between tasks executing in different cores, applying only min-
imal changes to legacy code [22], [45], [49]. LET has been
recently extended with the introduction of system-level LET
(SL-LET) [25], where a fixed time interval is enforced also
for intercore communications.

The LET semantics has also been naturally applied to task
chains. A comparison of three communication protocols com-
monly used in automotive task chains, namely the implicit,
explicit, and LET communication paradigm, was presented
in [48]. Becker et al. [5] proposed a method to calculate the
maximum data age with both implicit and LET communication
models. Martinez et al. [47] presented an analytical charac-
terization of the end-to-end latency of time-triggered chains,
communicating through the LET model. Finally, a latency

analysis that tackles the whole dependency graph for tasks
under LET is presented in [39].

However, all the mentioned results consider hard-deadline
task models, neglecting the case in which one or more tasks
may experience deadline misses, which commonly occurs in
practical applications [3]. When the number of deadline misses
experienced by a task can be bounded, weakly-hard task mod-
els [8], [56] are often used. Extracting the weakly-hard bounds
for a task requires an ad-hoc analysis. The analysis presented
in [8] consists in checking the number of deadline misses of a
task over time intervals that are long enough to be representa-
tive of all the possible execution conditions. The work of [59]
provides an MILP-based weakly-hard analysis for real-time
systems of periodic tasks with unknown offsets, and has been
extended in [53] to include the case in which a job is termi-
nated (or killed) when the deadline miss occurs. The related
problem of verifying the safety of weakly-hard systems has
been addressed in [24], and recently generalized in [34], [35].
A vast collection of works leverages the weakly-hard model to
describe systems with overload activations, by using the typ-
ical worst-case analysis (TWCA) [55], [64] and its extension
TypicalCPA [2], [38]. The combination of weakly-hard model
and LET-based communication has been studied for control
systems [13], [24], [43], [52], [61]. In particular, the knowl-
edge of the maximum number of consecutive misses and hits
proved to be critical to bound stability and performance of
controllers [46], [63].

The papers cited above deal with either hard-real-time
systems task chains, or weakly-hard independent tasks.
The only notable exceptions that discuss nonhard real-time
systems in combination with task chains are [30] and [16].
Hammadeh et al. [30] presented a TWCA approach to bound
the number of deadline misses occurring to multiple event-
triggered task chains that execute in parallel on a single
processor. Conversely, we here target time-triggered chains
in which each task is associated with weakly-hard constraints
(for some tasks the constraints may possibly allow no misses).
Choi et al. [16] proposed a scheduling algorithm that is based
on a response-time analysis that takes into account (among
other things) the possibility of missing a deadline. While [16]
is the first work on time-triggered chains that analyzes the
response time in the presence of deadline misses, the focus is
on the scheduling side and tasks are characterized using worst-
case execution times rather than weakly-hard models. To the
best of our knowledge, our work is the first that specifically
targets time-triggered chains composed of weakly-hard tasks,
and provides a thorough characterization of task chain metrics.

III. SYSTEM MODEL

We consider a task chain as an ordered sequence of n peri-
odic tasks τ i, and write it as (τ i)i∈N . N = {1, . . . , n} is the
set of indices of the tasks that form the chain, where the task
order specifies data dependencies between the tasks, i.e., τ i
generates data used by τ i+1.

We model an arbitrary task τ i with the tuple τ i =
{Pi, Di, Oi, Rb

i , Rw
i , �in

i , �out
i , Mi}. In this tuple, Pi is the task

period, Di is the task deadline, and we assume that the task
deadlines are constrained, i.e., Di ≤ Pi. The variable Oi
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Fig. 1. Execution of a task τi, highlighting notation and basic definitions.

represents a bounded release offset such that 0 ≤ Oi < Pi.
The values of Rb

i and Rw
i are, respectively, the best- and the

worst-case response times of τ i, and Rb
i ≤ Di.

Tasks communicate with one another using memory loca-
tions, also called labels. At the beginning of its execution,
the task τ i reads data from all its input labels �in

i . The task
writes its output data into local output labels �out

i at its dead-
line. A system-level mechanism synchronizes the output data
of a producer task and the input data of a consumer tasks
that reads the data when it is activated, with negligible over-
head. Hence, we assume that at each activation instant of τ i+1
the data currently available in �out

i (written by τ i) is copied
into �in

i+1. This synchronization mechanism can be obtained,
e.g., with the LET paradigm [32], which has been proposed
in different implementations [7], [9], [25], [48], [50].

Finally, Mi is a deadline miss model, that specifies how
deadline misses can occur during the execution of task τ i.
The formalization presented in the following sections is inde-
pendent from the deadline miss model, that we will introduce
only after the general formulation is in place.

An instance of execution of a task is called job. We denote
with γ i,j the jth job of the ith task, with j ∈ N. Furthermore,
for every job γ i,j, we define the following functions.

1) a(i, j) = jPi + Oi is the activation time of job γ i,j.
2) d(i, j) = a(i, j) + Di is the absolute deadline of γ i,j.
3) w(i, j) is the absolute time in which the output of job

γ i,j is available in �out
i . If the job completes its execution

before its deadline, w(i, j) = d(i, j). If not, then the job
is killed and w(i, j) = +∞.

4) o(i, j) is the output data available in �out
i at d(i, j).

We are interested in cases in which at least one of the tasks
in the chain may miss a deadline, i.e., ∃i ∈ N | Rw

i > Di. If
a deadline miss occurs, the corresponding job is killed (i.e.,
immediately terminated) at the deadline instant and does not
produce any new output data.

Fig. 1 illustrates the execution of an arbitrary task τ i under
the proposed model. After an initial release offset Oi, job γ i,0
starts its execution, which is correctly completed before the
deadline d(i, 0) = w(i, 0), when the output data o(i, 0) is writ-
ten in the label �out

i . The second job γ i,1 does not complete
its execution within the deadline d(i, 1) and is thus killed. The
output data written in �out

i remains unchanged, and the writing
time of the output is set to infinity w(i, 1) = +∞.

Tasks τ 1 and τ n are, respectively, called head and tail of the
chain. The head task works with new data at each activation,
the chain input (e.g., by sensing data from the environment).
The tail task completes the function implemented in the chain
by writing its final output, called the chain output (e.g., to the
actuators that affect the environment). The successor of task
τ i is τ i+1 (respectively, the predecessor of τ i+1 is τ i) when
1 ≤ i < n. By construction, the task chain is time-triggered,
i.e., the release of each job is independent from other jobs,
and only follows the pattern driven by task periods and initial
offsets. This model is consistent with real-world applications,
including automotive ones, that are intrinsically multirate.

IV. DATA PROPAGATION

In the following, we are interested in understanding the data
propagation along the chain, i.e., the data paths. Intuitively,
a data path is a sequence of jobs of the tasks in the chain
that process the chain input into a corresponding chain output.
We first explore the data paths in absence of deadline misses,
but—contrary to previous research contribution—we provide
a formulation that is suitable also to handle jobs that do not
terminate. An example highlights the difficulty emerging from
the introduction of deadline misses in the analysis of the chain.
The section is concluded by the definition of relevant metrics,
to understand the chain properties.

A. Preliminaries

We define here the sets J , F , and M, respectively, the set
of all the jobs, the set of jobs that terminate their execution
within the respective deadlines, and the set of jobs that miss
their deadlines.

Definition 1 (Jobs): J = {γ i,j}i∈N ,j∈N.
Definition 2 (Completed and Not Completed Jobs): F =

{γ i,j ∈ J |w(i, j) < +∞}, M = J \F .
Clearly, deadline misses (that intrinsically depend on how

tasks are scheduled) affect the composition of the sets F and
M. The formalization of the theoretical concepts around data
paths exploits the definition of F , and is, therefore, valid
regardless of the presence of deadline misses.

B. Data Paths

Data propagation must follow the causality principle, mean-
ing that information is carried in a path from predecessors
to successors with a strict temporal succession. We can then
define the set of data paths as the set of all the job sequences
(γ i,fi)i∈N , such that the activation of the successor jobs in the
sequence occurs after (or at) the deadline of their predecessors.

Definition 3 (Set of Data Paths): P = {(γ i,fi)i∈N |d(i, fi) ≤
a(i + 1, fi+1)}.

The hypothesis of the negligible overhead of the commu-
nication mechanism allows the usage of ≤ in the formulation
of data paths. This definition only enforces the causality of
the execution and may include both unfinished jobs and jobs
whose output has been overwritten with new data before being
consumed. We can then restrict the definition to valid paths.

Definition 4 (Set of Valid Data Paths): V = {(γ i,fi)i∈N ∈
P|∀i ∈ N , γ i,fi ∈ F ∧ ∀i ∈ {1, . . . , n − 1}, � γ i,ci ∈
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Fig. 2. Relations between the different sets of paths.

F such that a(i, fi) < a(i, ci) ∧ w(i, ci) ≤ a(i + 1, fi+1) ∧
o(i, fi) 	= o(i, ci)}.

In short, the set of valid paths includes only paths whose
jobs terminated, and whose output data is not overwritten with
the result of a different computation before the start of the
successor job in the path. A path that does not belong to the
set of valid data paths is denoted as void.

Definition 5 (Set of Void Data Paths): X = P\V .
A chain path is void if at least one of this conditions hold.
1) One or more of the jobs of the path miss a deadline.
2) The output of some of the jobs in the path is overwritten

and never used, therefore, the propagation of the chain
input is not completed across all tasks of the chain.

Valid paths represent meaningful data propagation and can
be partitioned into two different subsets: 1) effective and
2) redundant paths. Redundant paths are paths in which the
computation of some of the jobs is repeated (producing the
same output that is pushed down the chain more than once).

Definition 6 (Set of Redundant Data Paths): R =
{(γ i,fi)i∈N ∈ V | ∃(γ i,ci)i∈N ∈ V such that c1 = f1 ∧
∃i|a(i, ci) < a(i, fi)}.

Valid nonredundant paths are effective: jobs in effective
paths compute on fresh data and produce new and fresh output
values, that are saved in the corresponding output labels.

Definition 7 (Set of Effective Data Paths): E = V\R.
Fig. 2 illustrates the relation between the different sets of

paths. Deadline misses affect the membership of paths in P
to the different sets V,X ,R, and E .

Example 1: Consider a chain (τ 1, τ 2, τ 3), where P1 =
P3 = 3, P2 = 4 ∀i Pi = Di and Oi = 0, where J ≡ F , mean-
ing that no task experiences deadline misses. Fig. 3 shows
the first 24 time units of the execution of the tasks. In the
displayed time window we highlight 6 data paths, identified
with different markers. The paths marked with black square,
black diamond, black circle, and black triangle are effective.
The path marked with gray diamond markers is redundant, as
γ 3,5 executes the same computation of γ 3,4. The path marked
with red circles is void as the output data produced by γ 1,2
is overwritten by γ 1,3 before the start of γ 2,3. The bottom
part of Fig. 3 shows the end-to-end latency of the valid paths,
marking in gray the redundant path and in black the effective
ones.

Imagine now that jobs can experience deadline misses, i.e.,
M 	= ∅ and thus F ⊂ J .

1) If M = {γ 1,2}, no changes would happen in the sets
of paths, as γ 1,2 already belonged only to the red circle
path (a void path).

2) If M = {γ 3,4}, the black diamond path in Fig. 3 (that
was effective) becomes void, while the gray diamond
path (that was redundant) becomes effective.

Fig. 3. Illustration of paths for Example 1.

3) If M = {γ 3,5}, the gray diamond path (that was redun-
dant) becomes void, but no changes occur in the chain
output (which was already calculated by γ 3,4).

4) If M = {γ 1,3}, the red circle path (that was void)
becomes effective, while the black circle path is void.

5) If M = {γ 3,6}, the red and black circle paths (respec-
tively, void and effective) become void.

These are just some of the alternatives that can occur when
a single job misses its deadline. Clearly, when multiple jobs
(possibly of more than one task) can experience deadline
misses, determining their effect is much more complex.

In order to understand the input-output relations for the
chain, we can safely restrict our analysis to effective paths
only, as they are responsible of carrying new information from
the head to the tail task. Two paths are distinct when they have
at least one noncommon job, i.e., (γ i,fi)i∈N 	≡ (γ i,ci)i∈N ⇐⇒
∃i ∈ N | fi 	= ci. It is simple to show that a job γ i,j cannot
belong to two distinct effective paths.

Lemma 1: Given (γ i,fi)i∈N ∈ E and (γ i,ci)i∈N ∈ E , then
(γ i,fi)i∈N 	≡ (γ i,ci)i∈N =⇒ ∀i ∈ N , fi 	= ci.

Proof: We provide a proof of the lemma by contradiction.
Suppose that (γ i,fi)i∈N ∈ E , (γ i,ci)i∈N ∈ E , (γ i,fi)i∈N 	≡
(γ i,ci)i∈N , but also that ∃ia, fia = cia . Since (γ i,fi)i∈N 	≡
(γ i,ci)i∈N , it must hold that ∃ib 	= ia such that fib 	= cib .

If ia = 1, then a
(
ib, fib

)
≶ a

(
ib, cib

)
and, therefore, it follows

from Definition 6 that one of the two paths is redundant. On
the contrary, if ia 	= 1, then f1 	= c1, and hence o(1, f1) 	=
o(1, c1). This means that the two effective paths propagate data
from different chain inputs, thus the labels read by the shared
job γ ia,fia must contain at the same time two different values in
the corresponding effective paths. However, this cannot happen
due to the communication mechanism, so one of the two paths
must be void. The lemma follows.

From Lemma 1, we can immediately conclude that the acti-
vations of jobs of the same task belonging to two distinct
effective paths follow the same temporal order.

Corollary 1: Given (γ i,fi)i∈N ∈ E and (γ i,ci)i∈N ∈ E , then
a(1, f1) > a(1, c1) =⇒ a(i, fi) > a(i, ci) ∀i > 1.

This allows us to define a total order of the elements in E .
We then specify the zth effective path as π z, and E = {π z}z∈N.
For the zth effective path, we can define the function pz(i) that
maps the ith task to the index of the job of the ith task that
belongs to the zth effective path. We then write the generic
zth effective path as πz = (γ i,pz(i))i∈N .

Corollary 2: Given two consecutive effective paths, π z and
π z+1 ∀i ∈ N , pz(i) < pz+1(i).
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Fig. 4. Illustration of metrics for Example 3.

C. Time Window

We are interested in analyzing the chain in a generic time
interval [t0, t1]. The zth effective path πz = (γ i,pz(i))i∈N
is included in the window [t0, t1] if t0 ≤ a(1, pz(1)) and
w(n, pz(n)) ≤ t1. Furthermore, the inclusion is tight if t0 =
a(1, pz(1)) and w(n, pz(n)) = t1. We can extend the definition
to a window that contains w effective paths.

Definition 8 (Time Window With w Effective Paths): A time
window [t0, t1] contains w effective paths {πz, . . . , πz+w−1} if
t0 ≤ a(1, pz(1)) and w(n, pz+w−1(n)) ≤ t1. The inclusion is
tight if t0 = a(1, pz(1)) and w(n, pz+w−1(n)) = t1.

Example 2: For the chain introduced in Example 1, whose
schedule is represented in Fig. 3, the time window [t0, t1] =
[0, 24] tightly contains the 4 effective paths {π0, π1, π2, π3} =
{(γ 1,0, γ 2,1, γ 3,3), (γ 1,1, γ 2,2, γ 3,4), (γ 1,3, γ 2,3, γ 3,6), (γ 1,4,

γ 2,4, γ 3,7)}. The window [t0, t1] = [0, 17] contains {π0, π1}.

D. Metrics

We introduce the following metrics to analyze the behavior
of a single task chain.

1) Input-output latency.
2) Data age.
3) Update interval.

This selection is limited for the sake of brevity, but our
approach can be easily extended also to other metrics of
interest, if needed.

The input-output latency of an effective path π z is the
interval between the activation of the head job and the write
instant of the tail job in the path. We also define the maximum
input-output latency of the chain.

Definition 9 (Input-Output Latency of an Effective Path):
ρ(π z) = w(n, pz(n)) − a(1, pz(1)).

Definition 10 (Maximum Input-Output Latency): ρ =
max z∈N ρ(π z).

The data age of an effective path π z is the time interval
between the activation of the head job in the path and the
activation of the tail job of the next effective path of the chain.
We also define the maximum data age of the chain.

Definition 11 (Data Age of an Effective Path): α(π z) =
a(n, pz+1(n)) − a(1, pz(1)).

Definition 12 (Maximum Data Age): α = max z∈N α(π z).
The update interval of an effective path π z is the time

interval between the output of the tail job of the path and the
output of the tail job of the next effective path. We also define
the maximum and minimum update intervals of the chain.

Definition 13 (Update Interval of an Effective Path):
σ(π z) = w(n, pz+1(n)) − w(n, pz(n)).

Fig. 5. Relations between the different job labels.

Definition 14 (Maximum and Minimum Update Interval):
σ = max z∈N σ(π z) and σ = min z∈N σ(π z).

Example 3: Suppose we have the chain (τ 1, τ 2), where
P1 = 8, P2 = 3, and ∀i, Pi = Di and Oi = 0. Fig. 4 shows
the first 24 time units of the chain execution. We illustrate the
first two effective paths π0 (black square) and π1 (black cir-
cle). The bottom part of the figure highlights the input-output
latency of path π1 and the data age and update interval of
path π0.

V. IMPACT OF DEADLINE MISSES

Under the hypothesis of hard deadlines and LET-based
communication, one can automatically identify effective and
redundant paths simply from the task characterization, i.e.,
periods, deadlines, and initial release offsets [47]. Example 1
listed a brief collection of potential consequences of killed jobs
and shows that deadline misses influence the set of effective
paths. In fact, when J 	≡ F , the actual pattern of deadline hits
and misses drives the pattern of task outputs, thus impacting
the behavior of data paths.

Section V-A introduces the first part of our analysis for-
mulation, which is independent of the deadline miss model
used. This means that the concepts introduced are valid for
the space of all possible deadline miss patterns (and also for
unconstrained misses). In Section V-B, on the contrary, we
constrain the deadline-miss model to being the weakly-hard
model [8], and the concepts introduced here are valid for all
the patterns that constrain the maximum number of misses
experienced by a sequence of consecutive job activations.

A. Basic Characterization

For simplicity, we flag jobs based on their set memberships,
i.e., on them being members of paths included in the sets X ,
E , and R, or on them being members of M. We use a simple
algorithm described as follows. We start by flagging every
job as void (V), as in principle we could create void paths
including any job in the schedule. If a job belongs to the set
M, we change its flag to indicate it missed its deadline (M).
If a job with flag (V) belongs to at least one path in R, we
upgrade its flag to redundant (R). Then, if the job belongs
to an effective path, i.e., a path in E , we upgrade its flag as
effective (E). Fig. 5 summarizes the relations between the flag
sets, using the flag to represent all jobs that receive it.

We now characterize the jobs in a given time window, from
the perspective of an arbitrary task that can experience dead-
line misses. Between two effective jobs of τ i – γ i,pz(i) and
γ i,pz+1(i) – a number (greater or equal zero) of jobs of the
same task are activated. Any of these jobs may miss its dead-
line (M), or is necessarily flagged either as redundant (R) or
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Fig. 6. Illustration of first input overwrite ef (2, 0) for τ2 and ef (3, 0) for τ3
between the effective paths π0 (black squares) and π1 (black triangle).

void (V). Considering the jobs in F , whether a job is flagged
redundant or void depends on the presence or absence of new
input data at its activation instant. In particular, it is possible
to define a time instant, which is here denoted with first input
overwrite ef (i, z), where new data is available for the task τ i
to read, after completing its job γ i,pz(i).

Definition 15 (First Input Overwrite):

ef (i, z) =
{

a(i, pz(i) + 1), i = 1
w

(
i − 1, pz(i − 1) + xi,z

)
, i 	= 1

where xi,z ≥ 1 is the minimum integer value that satisfies the
condition o(i − 1, pz(i − 1)) 	= o

(
i − 1, pz(i − 1) + xi,z

)
.

From Definition 15, it immediately follows that ∀i > 1,

ef (i, z) ≤ w(i − 1, pz+1(i − 1)). The different definition given
for the head task reflects the property (of the task chain model)
that the head task can continuously read new data from the
environment.

Any completing job of τ i activated after job γ i,pz(i) and
before ef (i, z) is redundant. Any completing job of τ i acti-
vated after ef (i, z) and before job γ i,pz+1(i) is void. We can
then immediately conclude that any job of the head task τ 1,
between the ones in two consecutive effective paths, γ 1,pz(1)

and γ 1,pz+1(1), is either void (V) or misses its deadline (M).
The dual argument for the tail task τ n is that if any job
exists between the two consecutive effective jobs γ n,pz(n) and
γ n,pz+1(n), then they are either redundant (R) or missed their
deadline (M). Indeed, by construction, the tail task cannot have
jobs that correctly complete their execution but are not part of
either an effective or a redundant path.

Example 4: We illustrate the concept of first input over-
write introducing some deadline misses in the chain from
Example 1. Fig. 6 shows the effective paths π0 (black squares)
and π1 (black triangle). Since γ 1,1 misses its deadline (M), the
first input overwrite for τ 2 occurs at the end of γ 1,2. Job γ 2,2
is redundant, γ 2,3 is void, and γ 2,4 is effective. Note also that,
if γ 3,6 would have not missed its deadline, i.e., if γ 3,6 ∈ F ,
then (γ 1,3, γ 2,3, γ 3,6) would have been the effective path π1.
However, ef (3, 0) would not have changed.

At this point, to proceed with the analysis, we need to intro-
duce a model Mi for how deadline misses may occur during
the execution of task τ i. Commonly used models are either
probabilistic or deterministic. Given a stochastic model for
execution times [18] and a scheduling algorithm, it is possible
to extract a probabilistic model of deadline misses [11], [14],
[15], [20], [62]. Such a model would allow us to characterize
a task chain in the probabilistic domain.

Deterministic models constrain the sequence of job out-
comes (deadline hits and deadline misses). One such model
is the weakly-hard (m, k) model [8], [56] that states that in
every sliding window containing k task activations, the task
may miss at most m deadlines. Deterministic models provide
worst-case guarantees, even though these guarantees may be
conservative with respect to their probabilistic counterparts.

B. Introducing Weakly-Hard Deadline Misses

In this article, we aim at deriving worst-case metrics for
the task chain, and hence we build upon the weakly-hard
(m, k) deadline miss model. Specifically, we use Mi = (mi, ki),
introducing a weakly-hard constraint per task. Setting mi = 0
implies that the task τ i is a hard real-time task.

The miss model Mi introduces constraints in the job out-
come pattern, and, therefore, limits the deadline misses that
can be experienced by τ i. The configuration of the worst-
case pattern of deadline hits and misses for τ i with respect
to a given metric (see Section IV-D) clearly depends on such
task constraints. However, the worst-case pattern from the data
propagation point of view is not necessarily the one where
each task misses as many deadlines as its constraint allows for.
With respect to the data propagation, the position of deadline
misses is in fact at least equally important (if not more) than
the number of experienced misses. For example, missing the
deadline of a redundant job does not disrupt the natural data
flow in the chain as the computation would not change the
output data written by the job. On the other hand, the data
flow is affected by multiple consecutive deadline misses if the
burst of misses starts with a job that would have carried new
data. When the successive jobs (of the same task) miss their
deadlines, they also prevent the propagation of this new data
to the successor task. Additionally, even a small number of
deadline misses experienced by tasks with large periods may
have a greater impact compared to a larger number of deadline
misses experienced by oversampled tasks.

In general, the worst case for data propagation occurs when
τ i experiences deadline misses (if any) for jobs activated
after a new input is available for the task. This property is
formalized in the following Lemma.

Lemma 2: Given an arbitrary chain task τ i that satisfies a
weakly-hard constraint (mi, ki), the distance between two con-
secutive effective jobs γ i,pz(i) and γ i,pz+1(i) is maximized when
all possible deadline misses experienced by τ i occur in a com-
bination of jobs of τ i activated right after ef (i, z) and right after
w(i − 1, pz+1(i − 1)).

The lemma above rests on the fact that if the jobs activated
right after ef (i, z) miss their deadline (and are thus killed),
the output of the task τ i remains unchanged despite the pres-
ence of new data that τ i should process. Similarly, missing
deadlines right after w(i − 1, pz+1(i − 1)) delays the success-
ful completion of the effective job of the (z + 1)th effective
path, thus delaying the path output. Intuitively, this excludes
jobs that would either be redundant (repeating the computation
done with previously processed data) or void (whose output
data is overwritten before being used in a future effective
path). We can then restrict to finding patterns with the spe-
cific shape shown in Fig. 7, where a number of consecutive

Authorized licensed use limited to: Lunds Universitetsbibliotek. Downloaded on October 27,2022 at 09:18:19 UTC from IEEE Xplore.  Restrictions apply. 



PAZZAGLIA AND MAGGIO: CHARACTERIZING THE EFFECT OF DEADLINE MISSES ON TIME-TRIGGERED TASK CHAINS 3963

Fig. 7. Illustration of the shape of the worst-case pattern of deadline hits
and misses with respect to data propagation.

deadline misses occurs in either or both these two disrupt-
ing positions (note that the two positions may coincide since
ef (i, z) ≤ w(i − 1, pz+1(i − 1))).

To find how many misses (introduced in the positions
above) maximize or minimize a chosen metric, we specify an
optimization problem, which must also take into account the
(m, k) constraints. The solution of the optimization problem
is the actual worst-case pattern of job outcomes for each task
(with respect to the chosen metric). Depending on the met-
ric, the pattern of missed deadlines may vary. The solver finds
the worst-case by determining the value of some optimization
variables, introduced in Section VI-A, and illustrated in Fig. 7.
Any of these variables could in principle be zero.

Remark 1: If a finite sequence of job outcomes (hits and
misses) satisfies a weakly-hard constraint (m, k), adding to
the sequence a prefix and/or a suffix containing only deadline
hits does not alter the satisfaction of the (m, k) constraint.

This means that, to check that the entire pattern satisfies
the weakly-hard constraint Mi of task τ i, we can restrict to
verifying only those sequences of job outcomes that start with
a deadline miss and end with a deadline miss. For the piece of
schedule shown in Fig. 7, this means checking the following
three sequences.

1) From the first miss after w(i − 1, p0(i − 1)) to the last
miss after ef (i, 0).

2) From the first miss after ef (i, 0) to the last miss after
w(i − 1, p1(i − 1)).

3) From the first miss after w(i − 1, p0(i − 1)) to the last
miss after w(i − 1, p1(i − 1)).

These sequences can be identified programmatically given a
time interval. We denote the set of such sequences for task τ i
with S(i). The cardinality of S(i) increase with the number
of paths w in the time window, and is equal to 2 w2 − w.

VI. OPTIMIZATION PROBLEM

This section presents an MILP formulation that extracts
the worst-case metrics for a given task chain. We set up an
optimization problem that takes as input the properties of the
tasks in a chain and a value w > 1 representing the number
of consecutive effective paths to be considered in the analysis.
The problem targets a generic time window, [t0, t1], which is
set to (tightly) include w effective paths. From Definition 8,
t0 = a(1, p0(1)) and t1 = w(n, pw−1(n)). Without loss of
generality from the perspective of the solver, we assume that
t0 = 0, while t1 is by construction an optimization variable, as
it must coincide with the write instant of the tail task of the
effective path with index w − 1. The optimization problem
returns the schedule that produces w consecutive effective

paths, such that it optimizes (maximizing or minimizing) a
given target metric, and where each task satisfies its deadline
miss constraint Mi = (mi, ki).

A. Optimization Variables

The variables of the MILP problem are defined either
natural (in N) or real (in R).

1) Relative Offset: For each task τ i, OFi ∈ R ∧ OFi ≥ 0
is the time interval between t0 and the release of the
earliest job of τ i after t0.1

2) Index of Effective Job: For each effective path π z and
task τ i, iEi,z ∈ N denotes the index pz(i). Without loss of
generality, the job of τ i that starts at t0 +OFi is assigned
the index 0.

We introduce also variables to count jobs between effective
paths, i.e., for each task τ i and for each effective path π z:

1) Number of R Jobs: nHRi,z ∈ N is the number of redun-
dant jobs of task τ i between the output produced by
γ i,pz(i) and the instant of its first input overwrite, i.e., in
the time interval [w(i, pz(i)), ef (i, z)). These jobs read
the same input of γ i,pz(i) and repeat the computation
performed by the previous effective job.

2) Number of M Jobs After the First Input Overwrite:
nM1i,z ∈ N is the number of jobs of τ i released in the
interval [ef (i, z), w(i − 1, pz+1(i − 1))). These jobs have
a new input to read, but miss their deadlines.

3) Number of V Jobs: nHVi,z ∈ N is the number of jobs
of τ i released in the interval [ef (i, z) + nM1i,z · Pi,

w(i − 1, pz+1(i − 1))). These jobs read an input value
that has not yet been propagated to the successor task,
and complete their execution within their deadlines.
However, they do not belong to any valid path.

4) Number of M Jobs After the Next Effective Path Input
Propagation: nM2i,z ∈ N is the number of jobs of τ i
released in the interval [w(i − 1, pz(i − 1)), a(i, pz(i))).
These jobs could process the next input that belongs to
an effective path, but miss their deadlines.

Finally, the optimization problem relies also on the follow-
ing auxiliary boolean variables (in B).

1) Existence of V Jobs: For each effective path π z and each
task τ i, bHVi,z ∈ B is equal to 1 if nHVi,z > 0, and 0
otherwise.

2) Length of sequence exceeds ki: For each task τ i and
each sequence s ∈ S(i), bSKi,s ∈ B is equal to 1 if the
number of jobs in s is greater than ki; and 0, otherwise.

B. Constraints

This section explores the definition of constraints in the
MILP formulation, which are used to either exclude unfea-
sible situations (e.g., tasks not respecting their weakly-hard
constraints) or speed up the solution finding (e.g., excluding

1The time interval [t0, t1] is arbitrary, i.e., t0 does not necessarily coincide
with the initial release instant of the whole task schedule. The choice of OFi
being a real variable is done for the sake of runtime efficiency, and under the
hypothesis that the starting release offset Oi is bounded, but possibly variable.
If, on the contrary, the initial offset Oi of all tasks τ i is fixed, then OFi can
be restricted to assume a limited set of values; e.g., [54, Lemma 3].
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patterns that are not worst-case patterns). Formal proofs are
presented only for the less obvious constraints.

Basic Constraints: By definition, the window of interest
[t0, t1] starts with the release of γ 1,p0(1), i.e., the job of τ 1 that
belongs to π0. Thus, the relative offset of τ 1, with respect to
t0, is necessarily equal to zero. This is enforced as follows.

Constraint 1: For task τ 1, iE1,0 = 0 and OF1 = 0.

For i > 1, τ i may start with an offset (with respect to t0)
in [0, Pi).

Constraint 2: For each task τ i, with i > 1, 0 ≤ OFi < Pi.

As discussed in Section V-A, the head task has no redundant
jobs and, dually, all hit jobs of the tail task are either effective
or redundant.

Constraint 3: For each effective path π z, nHR1,z = 0,
nM21,z = 0 and nHVn,z = 0.

Then, we enforce the definition of bHVi,z, which checks if
there exist void (completed) jobs of τ i between γ i,pz(i) and
γ i,pz+1(i), with a big-M formulation as follows.

Constraint 4: For each π z, for each τ i, nHVi,z ≤ bHVi,z·
and nHVi,z ≥ bHVi,z, where M is a sufficiently-large positive
constant value to represent infinity.

Proof: If nHVi,z = 0, the first inequality is inactive (it holds
for both bHVi,z = 0 and bHVi,z = 1), while the second one
is satisfied only with bHVi,z = 0. Conversely, if nHVi,z > 0,
then the first inequality is satisfied only when bHVi,z = 1,
while the second one is inactive. The constraint follows.

Scheduling Paths Rules: Following the definition of effec-
tive paths, a(i, pz(i)) occurs after (or at) w(i − 1, pz(i − 1)),
but before w(i − 1, pz+1(i − 1)).

Constraint 5: For each π z, for each τ i, with i > 1,

OFi + iEi,z · Pi ≥ OFi−1 + iEi−1,z · Pi−1 + Di−1

OFi + iEi,z · Pi < OFi−1 + iEi−1,z+1 · Pi−1 + Di−1.

Additionally, a(i, pz(i)) must occur before ef (i, z). Notice
here that in the absence of void jobs of the predecessor task,
i.e., if bHVi−1,z = 0, then ef (i, z) = w(i − 1, pz+1(i − 1)) (a
case already covered in Constraint 5), therefore, we can write
a new constraint only to handle the case of bHVi−1,z = 1.

Constraint 6: For each π z, for each τ i, with i > 1

OFi + iEi,z · Pi <
(
1 − bHVi−1,z

) · M + OFi−1

+ (
iEi−1,z + nHRi−1,z + nM1i−1,z + 1

) · Pi−1 + Di−1.

Then, the activation of the last redundant job of τ i after
γ i,pz(i) must occur before the completion of the first job of τ i−1
that successfully completes and produces a different output.
This property is encoded as follows.

Constraint 7: For each π z, for each τ i, with i > 1

OFi + (
iEi,z + nHRi,z

) · Pi < OFi−1 + (
iEi−1,z + nHRi−1,z

+ nM1i−1,z + 1
) · Pi−1 + Di−1 + (

1 − bHVi−1,z
) · M

OFi + (
iEi,z + nHRi,z

) · Pi

< OFi−1 + iEi−1,z+1 · Pi−1 + Di−1 + bHVi−1,z · M.

Proof: If there exists any void job of τ i−1 between
w(i − 1, pz(i − 1)) and a(i − 1, pz+1(i − 1)), then bHVi−1,z =
1 and only the first inequality is active, where the right hand
side represents the output instant of the first void job after

the (possible) redundant jobs and the deadline misses follow-
ing ef (i, z). Conversely, if no void jobs exist in that interval,
then the first job of τ i−1 that completes its execution after
the redundant ones is exactly the effective job of π z+1. Thus,
bHVi−1,z = 0 and only the second inequality is active. The
constraint follows.

Then, we enforce that any job of τ i that occurs between
w(i − 1, pz(i − 1)) and a(i, pz(i)) must miss their deadlines.

Constraint 8: For each π z, for each τ i, with i > 1

nM2i,z >
(
OFi + iEi,z · Pi − OEz,i−1

)
/Pi − 1

nM2i,z ≤ (
OFi + iEi,z · Pi − OEz,i−1

)
/Pi

where OEz,i−1 = (OFi−1 + iEi−1,z · Pi−1 + Di−1).
Finally, we calculate the index pz+1(i) of the job of task

τ i that belongs to the effective path π z+1 by means of the
index of pz(i), plus the variables counting the number of jobs
in between, plus 1.

Constraint 9: For each π z, with z < w, for each τ i

iEi,z+1 = iEi,z + nHRi,z + nM1i,z + nHVi,z + nM2i,z+1 + 1.

Weakly Hard Constraints: After enforcing scheduling prop-
erties, we deal with the weakly-hard constraints. First, from
the definition of the weakly-hard constraint Mi = (mi, ki), a
task τ i cannot miss more than mi deadlines every ki activations,
which also means that it cannot miss more than mi consecutive
deadlines. This is enforced with the following constraint.

Constraint 10: For each π z, for each τ i, nM1i,z ≤ mi, and
nM2i,z ≤ mi.

If there are no void jobs between γ i,pz(i) and γ i,pz+1(i), the
variables nM1i,z and nM2i,z correspond to two subsequences
of missed jobs occurring alongside. Thus, the constraint that
the task cannot miss more than mi consecutive deadlines must
be enforced for the whole sequence, as follows.

Constraint 11: For each π z, for each τ i, nM1i,z +
nM2i,z+1 ≤ mi + bHVi,z·

Then, we must also enforce the (mi, ki) constraint for all
the sequences in S(i). First, for any sequence s ∈ S(i), we
enforce the definition of the boolean variable bSKi,s, which
determines if the sequence is longer than ki elements.

Constraint 12: For each task τ i, for each sequence s ∈ S(i)

nJSi,s > ki − (
1 − bSKi,s

) · M

nJSi,s ≤ ki + bSKi,s · M

where nJSi,s ∈ N is an auxiliary variable properly defined to
count the number of jobs included in s.

The auxiliary variable nJSi,s is computed as the sum of all
variables of the MILP formulation associated to the jobs in s.
In the example of Fig. 7, the sequence between time instants
6 and 20 will have nJSi,s = nM1i,z + nHVi,z + nM2i,z+1. The
general formulation of nJSi,s is omitted here for brevity.

Then, we can verify the (mi, ki) constraint for all the
sequences in S(i) as follows.

Constraint 13: For each task τ i, for each sequence s ∈ S(i)

nMSi,s ≤ mi + bSKi,s · M

nJSi,s − nMSi,s ≥ ki − mi − (
1 − bSKi,s

) · M

where nMSi,s ∈ N is an auxiliary variable properly defined to
count the number of deadline misses of τ i in s.
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As an example, for the sequence of Fig. 7 between time
instants 6 and 20, nMSi,s = nM1i,z + nM2i,z+1. As for nJSi,s,
the general formulation of nMSi,s is omitted for brevity.

The first inequality of Constraint 13 is active if the sequence
is not longer than ki. In such a case, we simply need to check
that the number of misses in the sequence does not exceed
the value mi allowed by the weakly-hard constraint of τ i. This
check is both necessary and sufficient. The second inequality
is active for sequences that are longer than ki jobs. In this case,
checking that the sequence has no more than mi misses may
be too conservative. Thus, we turn the problem into verifying
that the number of hits in the sequence is at least ki−mi. On its
own, this check is necessary but not sufficient. However, the
combination of all checks for all the subsequences in S(i)
is both necessary and sufficient to ensure the weakly-hard
constraint satisfaction.

C. Objective Functions

To calculate the worst-case metrics of Section IV-D
(Definitions 10, 12, and 14), it is sufficient to consider 2 effec-
tive paths in the MILP formulation, i.e., a window containing
π0 and π1. The solver will then find the pattern of the jobs
that maximize (or minimize) the chosen metric.

Maximise Input-Output Latency: The input-output latency
ρ(π0) of the effective path π0 is computed as the interval
between a(1, p0(1)) and w(n, p0(n)) By recalling that t0 =
a(1, p0(1)) = 0, the latency is maximized in the MILP
formulation with the following function:

ρ = max
{
OFn + iEn,0 · Pn + Dn

}
.

Maximize Data-Age: The data-age α(π0) of the effective
path π0 is computed as the interval between a(1, p0(1)) and
a(n, p1(n)), and is maximized in the MILP formulation as

α = max
{
OFn + iEn,1 · Pn

}
.

Maximize or Minimize Update Interval: The update interval
σ(π0) of the effective path π0 is computed as the interval
between w(n, p0(n)) and w(n, p1(n)). Since both the jobs have
the same deadline, it can then be simplified as the interval
between their activation instants, i.e., in MILP notation

σ = max
{(

iEn,1 − iEn,0
) · Pn

}

σ = min
{(

iEn,1 − iEn,0
) · Pn

} .

VII. EXPERIMENTAL EVALUATION

This section describes our experimental evaluation, where
we coded the optimization problem of Section VI in C++
using the CPLEX community edition [1].2 The evalua-
tion is based on the RTSS 2021 Industry Challenge, by
Perceptin [44]. The challenge aim was to analyze an
autonomous driving application, composed of 12 tasks,
{τ 1, . . . , τ 12}, communicating with one another. The archi-
tectural setup is precisely the one of this article, where
tasks exchange information using labels in memory areas. We
consider each task to be periodic.

2The code to reproduce the results presented in this article is available at
https://github.com/PaoloPazzaglia/ChainMiss.

Fig. 8. Autonomous driving application taskset and chains from [44].

Fig. 8 is a schematic representation of the chain model
of the Challenge. Nodes represent the application tasks
while arrows indicate data exchange. The task periods are
indicated near the task node, and ∀i Pi = Di. Tasks τ 1,
τ 2, τ 3, and τ 4 model sensors measurements (respectively,
a radar, a camera, a lidar, and a navigation system). Task
τ 5 and τ 6 handle 2-D and 3-D perception, while task
τ 7 implements a sensor fusion algorithm and task τ 8 is
dedicated to localization. Finally, tasks τ 9, τ 10, τ 11, and
τ 12 are, respectively, in charge of tracking, prediction,
planning, and control. The application can be partitioned in
5 distinct task chains: chain1 = (τ 1, τ 7, τ 9, τ 10, τ 11, τ 12),
chain2 = (τ 2, τ 5, τ 7, τ 9, τ 10, τ 11, τ 12), chain3 = (τ 3, τ 6,
τ 7, τ 9, τ 10, τ 11, τ 12), chain4 = (τ 3, τ 8, τ 11, τ 12), and
chain5 = (τ 4, τ 8, τ 11, τ 12).

We now perform experiments with different tasks missing
deadlines and show the impact of deadline misses on the met-
rics defined in Section IV-D. Initially, we perform experiments
with only a single task missing deadlines. We selected τ 11
(the planning task) and τ 12 (the control task) to be subject to
deadline misses. This is because:

1) they are common to all the chains, allowing us to evalu-
ate the effect of introducing deadline misses on different
data paths,

2) planning and control tasks may run complex algorithms,
and hence may require a significant computational
capacity and may be more susceptible to delays.

Finally, we perform tests where each task possibly miss dead-
lines. Computing one data point in each of the following tests
took less than a second to run.

A. Planning Task (τ11) Missing Deadlines

In the first experiment we set mi = 0 for all tasks except
τ 11. We select k11 = 50 and m11 ∈ {0, 1, . . . , 30}. Similar
results are obtained with different values of k11, omitted for
brevity. We first calculate the maximum input-output latency
ρx for the five chains without any deadline miss, i.e., m11 = 0,
obtaining (in ms) ρ1 ≈ 920, ρ2 ≈ 852, ρ3 ≈ 1120, ρ4 ≈ 520,
ρ5 ≈ 340.3 These results, obtained with the MILP formula-
tion of Section VI, are coherent with the ones obtainable with
standard algorithms for hard-deadline task chains [17].

By varying m11 no change occurs in the maximum input-
output latency ρx of the five chains. While counterintuitive,

3The numbers are approximately equal to the values indicated in the text.
The approximation is due to the release offsets in the solution being real
numbers. The obtained values are typically of the form x − ε where x is the
worst-case solution and ε is the resolution of the solver tolerance.
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Fig. 9. Maximum update interval σ x for the 5 chains of the application
shown in Fig. 8, when M11 = (m11, 50). Detail with m11 ∈ [10, 20].

Fig. 10. Maximum input-output latency ρx for the 5 chains of the application
shown in Fig. 8, when M12 = (m12, 50).

this simply says that ρx is dominated in this case by other fac-
tors, such as the schedule interleaving. When task τ 11 is finally
ready to complete its execution after a (potentially long) string
of misses, there is always fresher data coming from the prede-
cessors, and hence the maximum input-output latency does not
grow with m11, i.e., with the misses of τ 11. However, this does
not mean that the chains are unaffected by deadline misses of
task τ 11. The maximum data age α increases linearly with
m11 for all five chains, while the maximum update interval σ

(Fig. 9) shows a more irregular behavior, but still monotonic
with m11. The minimum update interval σ is 100 ms for all
the chains with all possible configurations. This reflects the
best possible alignment of tasks, which is dominated by the
period of the slowest task in the chain.

From a chain perspective, it is interesting to compare these
metrics. The maximum input-output latency, despite being
unaffected, gives us an important information about the prop-
agation of data in the chains, occurring with different rates in
the application. The maximum data age tells us how long an
output produced by the chain is going to affect the environ-
ment. The update interval tells us that a control signal may be
applied to the controlled plant for a time that varies, e.g., for
chain1, between 100 ms and 3300 ms. Fig. 9 also shows that
sometimes missing one more deadline does not necessarily
mean an increase in maximum update interval.

B. Control Task (τ12) Missing Deadlines

In the second experiment we set mi = 0 for all the tasks
except τ 12. We select k12 = 50 and vary m12 ∈ {0, 1, . . . , 30}.
Differently from the previous case, we found that also the
maximum input-output latency ρ (Fig. 10) increases with the
number of deadline misses, but only while m12 < 10. This
can be explained by noting that, when m12 ≥ 10, a new job of
task τ 11 completes before the activation of the next successful

Fig. 11. Minimum update interval σ x for the 5 chains of the application
shown in Fig. 8, when M11 = (m12, 50).

Fig. 12. Maximum input-output latency ρx for the 5 chains of the application
shown in Fig. 8, when Mi = (i + x, 50).

job of τ 12, providing a fresher output from the chain. Fig. 11
shows the minimum update interval σ for the five chains.
Similarly to ρ, σ varies only when m12 < 10 because those
misses cause a job that would have been redundant for the
tail task to become effective, and hence shorten the minimum
update interval in some specific conditions.

C. All Tasks Missing Deadlines

In this last experiment with the Perception model we con-
sider each task in the chain to be subject to a different
weakly-hard constraint. In detail, for each test and for each
task τ i we set mi = i + x , where i is equal to the task index
and x is a variable in the interval x ∈ {0, 1, . . . , 30}. Again, for
simplicity we select the window size of all tasks as ki = 50.

Fig. 12 shows the maximum input-output latency ρx for
each chainx. When comparing Figs. 10 and 12, it is evident
that the combined effects of deadline misses in the tasks causes
a higher level of disruption. The increase rate is, however,
not linear with the number of worst-case misses, but irregular,
albeit monotonic. In particular, the first three chains (which are
the longer ones) show a sharp increase when x assumes values
around 15. This is due to the possibility of more disruptive
combinations of job outcomes when multiple deadline misses
are allowed across multiple different tasks.

D. Scalability Evaluation

To respond to the question of whether the analysis scale
when the number of tasks in the chain grows, we generated
random task chains and calculated the time it takes for the
solver to extract a chain worst-case metric. We vary the num-
ber of tasks in the chain in the set n ∈ {5, 10, 15, 20, 25, 30};
all the tasks have randomized deadline miss constraints with
ki ∈ {3, . . . , 10}, and randomized periods and deadlines in a
bucket from a realistic case study [40]. With 30 tasks, we hit
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Fig. 13. Execution time box-plot for the analysis of a task chain with n
tasks.

a 2-h-long timeout in 12 out of the 100 randomly generated
chains. Furthermore, the CPLEX community edition limits the
number of problem variables that can be specified, and it was
impossible to analyze chains beyond 30 tasks without exceed-
ing that limit. Fig. 13 shows a boxplot-representation of the
execution time for the different chains, each box being the
result of 100 experiments. The experiments have been per-
formed on an 11th Generation Intel Core i7-1165G7 with
16 GB of RAM. As expected, the execution time increases
exponentially with the size of the chain. However, it is pos-
sible to analyze the worst-case metrics for reasonably-sized
chains in an acceptable amount of time (with 25 tasks, on
average an answer is obtained in less than 10 s).

VIII. CONCLUSION

This article presents the first analysis of time-triggered task
chains, in which tasks communicate according to the LET
paradigm and where some of them can be subject to dead-
line misses according to the weakly-hard (m, k) model. We
formulate the problem of analyzing chain metrics as an MILP
problem and implement it. We then analyze a realistic appli-
cation of task chains, demonstrating that our approach is able
to determine the impact of deadline misses and aid design
decisions. Future work will target more complex task chains,
including graph structures and redundant tasks, as well as
different deadline miss handling strategies.
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